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Abstract—We investigate the use of an antenna array at This will cause severe cochannel interference (CCI) at the
the receiver in frequency-division —multiple-access/time- receiver. Antenna arrays are then indispensable tools for

division multiple-access systems to let several users share ongenaraiing the signals from different users. With an antenna
communication channel within a cell. A decision-feedback

equalizer (DFE) which simultaneously detects all incoming ?‘”?y' bgamformlng [1] can be usgd to sqppress CCl. However,
signals is compared to a set of DFE’s, each detecting one signalin situations with frequency selective fading, beamformers that
and rejecting the remaining as interference. We also introduce operate only in the spatial domain can suppress only a few
the existence of a zero-forcing solution to the equalization jnterferers. In this paper, we illustrate, compare, and explore
problem as an indicator of near—far resistance of different two more elaborate ways of using an antenna array at the

detector structures. Near—far resistance guarantees good . . L
performance if the noise level is low. receiver to accomplish reuse within a cell.

Simulations show that with an increased number of users 1) Detect the signal from one user at a time while treat-
in the cell, the incremental performance degradation is small ing the other users as interference. In the following

for the multiuser detector. We have also applied the proposed ; . . —
algorithms to experimental measurements from a DCS-1800 this approach will be denotexiterference rejectioror

antenna array testbed. The results from these experiments interference _cancellation _ _
confirm that reuse within a cell is indeed possible using either ~ 2) Detect the signals from all users simultaneously, which
an eight-element array antenna or a two-branch diversity sector will be called multiuser detection

antenna. Multiuser detection will, in general, provide better Interf ecti ina li . is studied in [2
performance than interference rejection, especially when the nterference rejection using linear receivers is studied in [2],

power levels of the users differ substantially. The difference Whereas decision-feedback equalizers (DFE’s) are used for the
in performance is of crucial importance when the available same purpose by Monsen in [3] and Balaban and Salz in [4].
training sequences are short. DFE's are also the topic of [5], but in an adaptive setting. In

Index Terms—Antenna arrays, decision-feedback equalizers, [6], Bottomley and Jamal use maximum-likelihood sequence
interference suppression, multiuser channels, multivariable sys- estimation (MLSE) with spatial interference whitening to
tems. suppress ISI and CCI. Interference rejection, i.e., taking the
covariance matrix of the interference into account, leads to
substantial performance improvements in all these papers.

N A WIRELESS cellular communication system, multi- Multiuser detection within a cell using antenna arrays was

element antennas, also known astenna arrayscan be first suggested by Winters in [7] and [8]. The emphasis of
used at the receiver to increase the system capacity. Antefifigse papers is on frequenognselectiveehannels and linear
arrays can enhance the desired signal and suppress the if{gfectors. In [9], extensions are made to frequency selec-
ference so that the radio spectrum can be used more frequegifl channels. Linear and nonlinear multiuser detectors have
across the network, thereby decreasing the so-cabede peen extensively investigated for application in code-division
factor. When all frequencies are utilized in every cell, th?nultiple-access (CDMA) systems (see, e.g., [10]-[14]).
system is said to have reuse factor one. As will become evident in the following sections, the

To increase the capacity of a frequency-division multiplgserformance of multiuser detectors is mostly superior to that
access or time-division multiple-access (TDMA) cellular sysst interference cancellers. This is due to two reasons.
tem which has reuse factor one, several users within a ce

would have to share each of the available frequencies an
time slots; the system must suppaduse within a celt

. INTRODUCTION

Itljl) Nonlinear multiuser detectors can suppress interference
more efficiently than nonlinear interference cancellers.
(This is in contrast to mean-square error (MSE) optimal
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model quality is, in general, improved, which leads to vi(k)
more precise tuning of the detector. Hi(z™h)
In this paper we will use DFE’s to illustrate the influence (k)
of these two factors. Throughout the paper, we will compare
two equalizer structures. Hiniz™")
1) The DFE presented in [5], which rejects interference. '
2) The DFE of [15], which detects multiple signals simul-
taneously’
These algorithms will be compared and studied by analysis smik)
in Section Il and by extensive simulations in Section IV.
In Section V, we apply the algorithms to experimental data
collected at an antenna array testbed. Fig. 1. The MIMO channel model where;j (k) is the symbol transmitted
at discrete-time instant from user numbey, while z;(k) is the received

sampled baseband signal at antean@he signalv; (k) represents additive
noise and out-of-cell CCI.

We shall now introduce the channel models upon which we

base the derivation o_f the detectors. These baseband mo%ﬂ%resj(k) is the symbol transmitted from usgand the term
are assumed to be Imear.and sampled at the symboP ra%g k) corresponds to noise and out-of-cell CCI. The signals
They are also assumed to include the effects of pulse shapén%k) and the noises;(k) are assumed to be mutually un-
and analog modulation. The symbol rate is equal for all user:%jrr ‘
Finally, we assume the channel models totinee-invariant

)C}(k)

Hn(z™h

XN(k)

Hyn(z™")

II. CHANNEL MODELS

elated, zero-mean wide-sense stationary stochastic signals.
Furthermore, all signals;(k), j = 1,---,M, are assumed
%o be mutually uncorrelated and white with zero mean. The
situation is depicted in Fig. 1.

To obtain a MIMO model, we introduce the signal vectors

last assumption is solely for simplicity of presentation.

A. Multiple-Input Multiple-Output (MIMO)

Baseband Channel Model w(k) =(x(k) a2(k) - an(k)T (3a)
We consider a case with/ transmitters andV receiver s(ky =(si(k) sa(k) -+ sp(k)T (3b)
antennas. In the uplirk,the M transmitters represent/ v(k) =(vi(k) va(k) - wn(k). (3c)

different mobiles, each being equipped with one antenna. Each ) . .
mobile transmits a signal to the base station, which use§ an! N€ Vectoru(k) of noise samples is characterized by the
element antenna array to detect all the signals. For downlifidtrix-valued covariance function
transmissiort,we assume that the bgse station is equipped with Prm 2 F [v(k)v”(m)]. (4)
M antennas, each of which transmits a separate message. Each
mobile hasN receiver antennas, which are used to detect of8€ vectorz(k) of sampled antenna outputs can now be
(or several) of the transmitted signals. expressed as

_The S|gnal from transmitter; pI?pagates _through the (k) :H(Z—l)s(k,) + (k) (5)
discrete-time baseband chandél;(»~*) to receiver antenna
i. The channelH;;(»"1) is given by =Hos(k) + -+ Hrs(k — L) +v(k) (6)

Hij(z_l) _ HZOJ n H}jz_l L. +H£7-jz_hij (1) where we have introduced the MIMO impulse response

Hy(z7Y) -+ Him(z7)
where H: are complex-valued constants and where! H(~1) — ) ) . 7
represents the unit delay operator. (=7%) = : - : (7)
The digital signal received at antenhat the discrete time Hp (Z_l) o Hyw (Z_l)
instant# is denotedr;(k) and can be expressed as with individual matrix coefficients (tapsH,. In (6), L =
max; ; L;; represents the maximum order of all scalar chan-

M
zi(k) = Hin (27150 (k) + vi(k) @) nels (1).
n=1 Remark 1: Although the focus of this paper will be on reuse

e , . .within a cell, out-of-cell interferers communicating with other
This minimum-mean square error (MMSE) DFE was first derived in . . .
[16] and independently in [17]. It resembles the DFE presented in [1§@S€ Stations could be included among feusers, which

but is derived under the constraint @alizability (finite decision delay and are explicitly modeled. The fact that transmission in adjacent

causal filters) and generalized for straightforward application to channels W&%"S is. in general not Synchronized on a burst-by-burst basis
different number of inputs and outputs. ! ’

3Since the bandwidth of the signal is at least at large as the reciprocalvé“”' in that case, be a major problem for multiuser detectors
the symbol rate, symbol rate sampling actually constitutedersampling for two reasons.

4Transmission from the mobile to the base station, also known as the reverse]) Channel estimation must be performed for one user at

link. . . L
5Transmission from the base station to the mobile, also known as the a t_lme_’ since the tram!ng ?equences may ,nOt overlap.
forward link. This will reduce the estimation accuracy, which leads to

8For any signaly(k), = 'y(k) = y(k — 1). worse detection performance.
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2) During the transmission of any single user, different ' s(k — ¢)k) e
users will interfere during different parts of the burst.x‘;( ) : ) : f(-) E;Sl(s )
When the interference scenario changes, the multius k) A o
detector must be retunéd.

Remark 2: The considered system is sampled at the sym-

bol rate. A single-input single-output system, wheréold
9 P 9 P y ' gr Fig. 2. The structure of the multivariable DFE, which explalts sensor

oversampling is employed, is in fact equivalent to a symbalgnaisy, (1) to compute estimate&(k — ¢) of symbols froma users. The
rate-sampled system with one input apdoutputs. Hence, feedforward filter and the feedback filter are both causal and of finite-order. A
with oversampling, the dimension of the received signal vect t of MISO DFE’s can be represented in the same way but with a diagonal
increases with a factor equal to the oversampling facto??dbaCk flter.

Oversampling is in this sense equivalent to multiantenna

receivers. However, excessive oversampling of a band-limitetre, «:(%) is the output of the array used as input to the
signal will lead to high correlation among consecutive samplesqualizer, andi(k — ¢ — 1) are the decisions previously made
which in turn may lead to an ill-conditioned problem. Yeby the equalizer. The soft estimaig: —¢|k) is passed through
another way to increase the dimension of the received sigtia¢ decision nonlinearityf/(-) to produce the hard estimate
vector is described in [20]. This method is applicable only(k — ¢). The feedforward filterS(>~1) is of ordern, with N

when the symbol constellation is one dimensional and doublegputs andM outputs, whereas thieedback filterQ(z 1) is

FB filter

the effective number of antennas. of orderng and hasM inputs andM outputs. Note that the
feedforward filter is causal and the decisions on the symbol

B. Reducing the MIMO Model to Single-Input vectors are made after a finite decision defayrhis means

Multiple-Output (SIMO) Model with Colored Noise that the DFE is always realizable, in contrast to the DFE’s

If we explicitly model the signal from only one of thePresented in [4] and [18]. The MIMO DFE is depicted in

users, we have to consider signals from the remaining usétg:

as interference. Assuming the signal of interest to be signaIThe use of finite-impulse response filters in (11) and the use
number one, we define a disturbance vedtgk) as the sum of model-based (indirect) design of the equalizer is motivated

of all CCl and noise in [21]. I . . -
Iy _To make derivation of optimal equah_zer coefficients f_ea-
VIik) = H, (2 )s,(k k 8 sible, we adopt the common assumption that all previous
(k) ; (7 )S (k) +v(k) ® decisions affecting the current symbol estimate ewverect,
ie.,
whereH,,(»~1) is columnn in (7). The interferencé’ (k) is
characterized by its matrix-valued covariance function $k—2L—n)=s(k—£—n), n=1---,ng+1. (12)
Dy 2 E[V(k)VH(m)]. (9) Optimal coefficients of the DFE can then be computed from

known channel and noise statistics.
Two criteria can be used for the determination of the
z(k) = Hy (2 )s1(k) + V (k). (10) coefficients of the filterss(z—1) and@Q(=~1): the peak distor-

The DFE performing interference rejection will be based ajpn criterion and the minimum-mean square-error (MMSE)

this model criterion.

Remark 3 If the model (10) is used as a basis for detector 1 _Ze.ro.—F.orcing (ZF) Des_ign:A Sca'i” gqualiz_e.r Qerived
design, estimation of the matrix-valued covariance functi minimizing the peak d_|stort|op criterion minimizes the
(9) is vital. This becomes a major problem, since direE?S'dual ISI. A scalar equalizer which removes all ISl is called

estimation ofg will provide poor accuracy for the short& ZF equalizer. A natural multiuser extension to the peak

training sequences typically present in cellular systems.s%rhst(;r:gr; (;rr:fﬁtri:j)snerISZIt:Oemlljriallrir;Zrect:r? ggséilfjiile?:éjcgrg:n |
fact, the estimates of the covariance function will be ' q gy

unreliable that we, in Sections IV-B and V, are forced to Degrltlon 1:|_ConS|hd.etr1tPe chatrrl]nel rr:_odeIdSG) ?r;fd afmultl—
exploit only the spatial structure &f(k), i.e., we will assume :/ana gttegualzirlvv ICt olzmsg (Tf estimaig: — £|k) of a
that E[V (E)VH(m)] = 0 for k # m. ransmitted symbol vectos(k — £).

4k — £)k) = sk — £) + e(k) (13)

The complete SIMO channel model thus becomes

[ll. THE MULTIVARIABLE DFE
wheree (%) is uncorrelated with all transmitted symbol vectors

A. Design Equations s(m) ¥m, then the equalizer is said to &
We shall use a multivariable DFE with a transversal feed- By substituting (5) and (12) into (11), the ZF condition (13)

forward filter and a transversal feedback filter 'S seen to imply the relation
S0k — 2lk) = S (=) a(k) — Q(+~)5(k — £ — 1) S(zH)H(z)s(k) = Q7 )s(k — £ = 1) = s(k — £).

s(k =€) = f(s(k — £|k)). (11) A DFE will thus be ZF if and only ifS(z~') and Q(=~!)
7In fact, this is a problem also for interference rejection (see [19]). constitute a solution to the polynomial matrix, or Diophantine,
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equation [22] Remark 2: For a given detection scenario, the structure of
the DFE is determined by the degrees of the feedforward and
—1 —1 —{—1 -1y __ _—¢
S(TH(ET) =27 7T =27 T (14 feedback filters as well as the decision delay. The impact of
2) MMSE Design: The coefficients of a MMSE equalizerthese three variables is outlined below.
are determined to minimize ¢ The degreen, of the feedforward filter should be chosen

. ) to be as large as possible, at least equal to the decision
J = E[||s(k = £) — 5(k — 4k)||°] delay?. When the noise is assumed to be temporally white
(n = 0, n # 0), (16) will give S,, = 0 for n>~.
This is, howevernot true when the noise is temporally

(15)

where the expectation is taken over the signal vegtby and
the noise vector(k), defined in (3b) and (3c), respectively.

colored, and choosing a feedforward filter degree which is
larger than the decision delay can in this case give better
performance.

The degreeng of the feedback filter should be large
enough to cancel all postcursor taps (taps with delay

¢) in the linearly equalized channéz~1)H(z~1). The
number of postcursor taps equals+ n, — ¢, SO we
conclude thathg = L + n, — £ —1.

The decision delay is chosen as a tradeoff between com-
plexity and performance: the larger the decision delay, the
better the performance. However, choosihigrger than
the delay spread. only leads to minor improvements in

Under conditions which will be discussed in Section III-C,
the MMSE DFE reduces to the ZF DFE when the covariance
matrix of the noises(k) in (6) goes to zero. In the following,
we shall focus on the MMSE criterion, since the performance'
of a MMSE DFE is superior to that of a ZF DFE.

The matrix coefficients of the MMSE optimal multivariable
DFE can be calculated as follows.

Theorem 1: Consider the multivariable DFE described by
(11), the channel model (6) witkd4 transmitters and¥V *
sensors, and the noise statistics (4) withbeing nonsingular.
Assume allM signalss;(k) to be white with unit variance,
mutually uncorrelated, and uncorrelated with the noise vector
v(k). If all past decisions are assumed correct, then the unique performance. o
matrix polynomialsS(>~1) and@Q(~ 1) in (11) of ordersn, Remark 3:In most DFE derivations (see, e.g., [4], [18],
andng = L + n, — £ —1, respectively, minimizing the MSE [23]), the following structure is assumed.

(15), are obtained as follows. e A noncausal continuous-time filter matched to the re-

1) The feedforward filterS(z=1) = So + Sz~ + - ceived signal, followed by a symbol rate sampler, is used

+ S,z is determined by solving the system of @S a front end to the DFE.
N(n, + 1) linear equations » The discrete-time DFE, which operates on the sampled

matched filter outputs, has feedforward and feedback

Séf H, filters with infinite impulse responses.
(FF7+ o) - S (16) The derivation is based on the channel transfer function, and
gH H, the resulting DFE is optimum when the decision delay is
s 0 infinite. In contrast, the DFE obtained from Theorem 1 is a

multivariable generalization of Monsen’s adaptive feedback

where 7" is the N(n, +1) x M(¢+1) matrix receiver [24]. The structure of the DFE is fixed, with finite

H, H, impulse response (FIR) filters of predetermined degrees in both
A : : feedforward and feedback links. This structure is by no means
7= 0 --- Hp (17) optimal. However, for a DFE having this structure, Theorem
0 .- 0 1 gives the optimal choice of the equalizer coefficients.
and where
%o Pn, B. Complexity
=1 : (18)  To compute the MMSE MIMO or MISO DFE, we need
P, o to solve the system of linear equations (16) and determine

the feedback filter via (19). The number of required complex
multiplications is indicated in Table | for both MIMO and
MISO DFE'’s.

From Table I, we see that the complexity of a set of MISO

2) The coefficients of the feedback filt€(=~1) = Q, +
Qz "+ - 4+ Q, z "< are given by

min(n,,{+n+1)

Q, = Z SoHt1min (19) DFE’s is clearly c_omparable f[o a MIMQ DFE for a realjstic
mmmax(O e L+41) number of transmitterd/. All differences in complexity arise
from the different feedback filters. Both the feedback filter
whereng = L + n, — £ —1. adjustment and the feedback filter operation is more complex
Proof: See the Appendix. m for one MIMO DFE than forM MISO DFE'’s. However,

Remark 1: To compute a set of MMSE MISO DFE’s, wein a DFE, the major complexity resides in the feedforward
use Theorem 1 repeatedly for each user of interest, wiilier. First, to compute the coefficients of the feedforward
M = 1 and with the noise statistig, described by (9), filter, we need to solve a system of linear equations. Second,
substituted fori,, . the feedforward filter must be implemented with multipliers,
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TABLE | A solution to the ZF equation (14) exists if and only if [22]
NuUMBER OF COMPLEX MULTIPLICATIONS NECESSARY TOCOMPUTE AND
RuN THE MIMO DFE AND A SET oF A/ MISO DFEs FOR M USERS

. .. —1
AND /N SENSORS DEcisioN DeLAY oF THE DFES Is ¢, THE DEGREE Every common ”ght divisor OH(Z ) and

OF THE FEEDFORWARD FILTER IS 15, AND THE DELAY SPREAD IS L. 757[711M is also a right divisor on*fIM_ (20)
DEGREE OF THEFEEDBACK FILTER IS g = L + ny — ( — 1
MIMO DFE MISO DFE If (20) is fulfilled, we know that a ZF solution exists. However,
For the fecdforward filter $(z”'): it remains to specify the filter degrees of such DFE’s. This is
Calculate FFH + ¥ INM(L+ 1)+ 2) the topic of Th 2
Factorize FFH + ¥ LN3(ng 4+ 1) e topic o e_o_rem . . o
Solve for the filter coefficients N*(n; + 1)°M As a prerequisite, we need the following definitions. We
For the feedback filter Q(z="): first factorize H(»1) into three matrix polynomials
Compute the filter coefficients M2N(L+ 1)(ng+1) MN(L+1)(ng + 1)
-1\ _gg({.—1 —1 —1
Equalization of one symbol vector: H(Z ) - H(Z )G(Z )D(Z ) (21)
Feedforward filtering MN(n, +1)
Feedback filtering M?(ng +1) Ming + 1) The factors of (21) are defined as
_ A . _ —
D(z 1) = dlag(z i g dM) (22a)
whereas the feedback filter typically can be implemented usin 1y A . _ —
ypicaly P 9 G ) 2 diag(Gu(e™d) - Gu(xY) (22b)

only adders. .
H(>Y) 2 Hy+Hiz'+---+Hez " (220)
C. Near—Far Resistance, Well-Posedness, and ZF Solutions
A MMSE DFE balances suppression of ISI and CCI again@‘there
noise amplification. When the power of the interfering users
is large, rejection of these strong signals is of paramount
importance, whereas suppression of the noise is less important. (23a)
This situation has been studied extensively for COMA mul- G;(z~") = the greatest common polynomial factor
_t|user detectc_)rs, in which case the ability to cope with gtrong of the channelsHlj(zfl), .o, Hy; ([1)
interferers differs among detectors. If a CDMA multiuser
detector is able to handle the detection of weak signals (often
originating far from the receiver) in the presence of stror\%/e also define
(near) interferers, the detector is said tortear—far resistant

d; 2 the propagation delay for usgrd; < ¢

from userj to all antenna elements (23b)

A —
[25]. N g; = degG;(27") (24a)
We may then ask under what conditions are MIMO and N
MISO DFE’s near—far resistant? To investigate this question, Lj = maxLi; —d; — g;. (24b)

we let the noise covarianag,, tend to zero in (4) [and (9)].
If all ISI and CCI can be removed, the MMSE equalizer willWWe are now ready to formulate Theorem 2.
reduce to a ZF equalizer, and the estimation error will vanish. Theorem 2: Consider the MIMO channel model (6) with
In this case, perfect equalization is possible doy power of M sources andV sensors withi/ < N and assume that (20)
the interfering users. If no ZF equalizer exists, all ISI and CQiolds. A generically necessafycondition for the existence of
cannot be removed, so the estimation error will not vanish.a ZF MIMO DFE (11) with decision delay and feedforward

When a ZF solution exists, good performance can Hiter degreen, is then
achieved when the signal-to-noise ratio (SNR) goes to infinity.

. . M

The consequences of this fact must, however, be interpreted M +1)— Zd
with some care. When the ZF problem is in some sense well- ™
conditioned, the corresponding MMSE equalizer will work ne > N m=l 1. (25)
well also at realistic SNR’s. However, when the ZF problem
is ill-conditioned® the corresponding MMSE solution mayThe condition
not provide adequate performance, despite the fact that a ZF

M

solution does exist. We believe, however, that the likelihood Zf 1T —d,
for this situation to occur is small. — s
We can therefore use the existence of a ZF DFE as a proof of ns 2 max Ntl_M -1 (26)

near—far resistance for the MMSE MIMO DFE or the MMSE

MISO DFE. In more general terms, the existence of a 4B generically necessary for existence of a set of MISO DFE’s
solution also indicates that the equalization problem is wellith decision delay and feedforward filter degree,.

posed in the sense that it can provide a useful solution: good

performance can be guaranteed, if the noise level is sufficientl)?SUCh a common factor could be caused by, e.g., the pulse shaping function.

low. 10Generic necessity of the degree conditions in Theorem 2 should be
understood in the sense that when these claims are violated, a ZF equalizer
8This would occur, for instance, if the channels of different users weexists with probability zero if the channel tag%,, ---, H; are random

almost identical. matrices with independent elements.
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Proof: See [21]*! [ + Estimated channels (Section IV-B):

When either the condition (25) or the condition (26) is a) estimation using the training sequence only;
degrees_ of _free_dom to completely cancel all the interfering bootstrapmethod [26].
rays which impinge on the array.

Remark 4: To some extent, oversampling can be used 0 nqwn Channel Coefficients and Noise Covariances
effectively increase the number of antennas, as mentioned ) ) ]
in Section II-A. Also, when the symbol constellation is one- N this section, we shall study the idealized case when all
dimensional, the conditions above can be somewhat relaxegflannel coefficients are exactly known. Effects caused by dit-

Remark 5: If either the condition (20) or the degree conferences in detector structure can be studied here in isolation,
dition (25) or (26) is not satisfied, then the correspondirgjnce effects of channel estimation errors are avoided.
MMSE detector will not work as intended when the signal 1) Equal Average SNR for all Users and Uncorrelated An-
levels for the interfering users are large. However, the effed@nas: This is the basic scenario, where all users have the
of the nonexistence of a ZF equalizer will be visible already fG{@Me average SNR, and the channels from a single transmitter
moderate SNR’s. since the residual CCI will cause bit errofQ different antenna elements are uncorrelated. In practice, the

at all noise levels. condition of all users having the same average SNR can be
The impact of a violation of the inequality (26) will pefulfilled by using slow power control, which compensates for
demonstrated in Section IV-A.3. the propagation loss and the shadow fading. The condition of

uncorrelated antennas presupposes a sufficiently large antenna
spacing at the base station. For downlink transmission, the
IV. MONTE CARLO SIMULATIONS antennas at the mobile must also be placed sufficiently far
To explore the performance of the MIMO DFE as a todipart, although the required spacing is much smaller than at
for joint multiuser detection, extensive simulation experimentbe base station.
are conducted. The experiments are designed to illustratelhe above scenario is simulated for an average SNR per bit
several key aspects of a real-world implementation of ketween 0 and 15 dB, where the average SNR per bit [23] for
system employing reuse within a cell. We also compare thgerj, 7;, is defined as
performance of the MIMO DFE (multiuser detection) with the

performance of the MISO DFE (interference rejection). 1 E[[HYP + [HS? + [HE P E(]s(k)7]

=~ —

Some of the simulation scenarios correspond to both uplink TN E[jv;(k)[?] 27)
and downlink situations. In a few of the scenarios, specific
uplink issues are investigated. where we have divided by to enable a fair comparison be-

In our scenario, one, two, three, or four BPSK modulatég#een scenarios with different number of antenna eleménts.
signals impinge on an antenna array with four antenna elMfe assume thay; is equal at different antenna elements and
ments. Each signal has passed through a frequency-selediiws independent of.
three-tap channel. Each tap is time-invariant over the durationFig. 3 shows the estimated BER as a function of the average
of a TDMA burst, but subject to Rayleigh fading betwee®NR per bit. With four users, the performance of the MIMO
bursts. Different taps in the channel fade independédfiihe DFE at7; = 15 dB is around 6 dB better than the performance
channels from different transmitters to one receiver antenabthe MISO DFE. This difference arises from the fact that the
are mutually uncorrelated. The signals are received in tMISO DFE uses up all its degrees of freedom to cancel the
presence of additive Gaussian noise, which is both temporaijerference from the other users. This task is easier for the
and spatially white. The smoothing lags and feedforward filtdéIMO DFE since its feedback filter takes care of some of the
lengths of both DFE’s are chosen equal to the length to tegppression of the cochannel interferers. For fewer users, the

channel impulse respongé = n, = L = 2). difference between the two approaches is smaller. See Table Il
In different simulations, the system specified above is ifier a performance summary.

vestigated under the following additional conditions. 2) Equal Average SNR for all Users and Correlated Anten-
+ Known channels (Section IV-A) with: nas: In a realistic uplink scenario with phased array receivers,

channels from a single user to the different antenna
ments will be correlated. However, successful multiuser de-
tection does not require uncorrelated antennas. With perfectly

a) equal average SNR of all users and uncorrelat%E
antennas;

b) equal average SNR of all users and correlated an-
. correlated antennas, the antenna array can form narrow beams,
tennas; and . : : .
¢) different average SNR of the users and uncorrelatw ich enhance the desired signal and suppress interference,
antennas 9 g iving from other directions.

In this simulation, we will assume that a uniform linear
rray is present at the base station. The mobile is assumed
11[Online]. Available HTTP:/http://www.signaI.uu.se/Puincations/abstractsa7 y P

r981.htmi ) )
13 + , A 7=
12\ thus assume uncorrelated scattering [23] and neglect the impact of the HuS: we donot use the SNR per channel, defined As = N7,

pulse shaping. In practice, the pulse shaping will introduce some correlatiblgo note that signals from other users dot affect 7. Adding users will
among adjacent taps, but with full-response signaling, this correlation is smiabtead increase the resulting bit-error rate (BER) for a fixgdind thereby
and will not affect the results in the simulations. demonstrate the performance degradation as a function of the system load.
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Fig. 3. Comparison of the MIMO DFE (MU) and the MISO DFE (SU) for _ )

known channels, equal transmitter powers, and uncorrelated antennas. e 4. Comparison of the MIMO DFE (MU) and the MISO DFE (SU) for

numbers to the right of the graph are the number of errors used to estim@tgniform linear array witfcorrelated antenna elementhe channels are

the BER for the average SNR per i = 15 dB. known and the SNR per bit i, = 10 dB for all users. The estimated BER
is shown as a function of the antenna correlatiothat would result if all
signals were impinging at an angle &f= 0°.

TABLE I
PERFORMANCE L 0SS EXPERIENCED WHEN ADDING USERS ASCOMPARED TO A
SINGLE-USER SYSTEM FOR THE SIMULATION SCENARIOS IN SECTIONS IV-A.1,

IV-B.1, AND IV-B.2. ALL VALUES ARE ESTIMATED AT AN SNR oF 15 dB would result if the S|gnals would all impinge from an angle

6 =0°
MISO MIMO
Number of users 2 3 4 2 3 4 2r6R A OR
Known channels 26dB  56dB  89dB 12dB 3.0dB 50dB p(6, R,r,0 =0) = Jo . =P\ | (29)
Estimated channels using U U
the training sequence only 6.0dB 105dB 129dB 1.8dB 42dB 7.3dB
the two pass algorithm 59dB 11.2dB 14.0dB 1.5dB 33dB 5.6dB

The quantityp can be measured for a given environment and
array, and the corresponding performance can be predicted
from the simulation results presented below.
to be located inside a cluster of scatterers, which act asThe simulation results are presented in Fig. 4 for an SNR
secondary transmitters. The shape of the cluster determiges o dB and antenna correlations between zero and one.
the actual antenna correlation, but different shapes give similait js evident from Fig. 4 that successful multiuser detection
results [27]. We will assume a circular scatterer distributiogn interference rejection are indeed not dependent on uncorre-
For this scenario, Fulghuret al. [28] obtained the following |ated antennas. The performance of all algorithms deteriorates
approximation for the antenna correlation when the antenna correlation is increased from zero to one.
28R This is due to the diminished diversity effect, resulting from

. a decrease in the number of diversity branches. However, the
multiuser detection approach retains its superior performance

p(6,R,7,0) = Jg < COS 9) ¢ —I2m6 sind (28)

where as compared to the interference rejection approach.
6  antenna separation, expressed in carrier wavelengthsRemark 1: Notice thatj = 0 doesnotimply that all channel
R antenna separation, expressed in carrier wavelengthgps are uncorrelated, only that a signal that impinges flom
r distance between the receiver and the transmitter; — op° would result in uncorrelated taps. Therefore, the BER
0

angle of the incoming signal with respect to antenn@r ; = 0 does not coincide with the BER for, = 10 dB in
broadside; Fig. 3, whereall taps are uncorrelated.
and whereJj is the Bessel function of the first kind and order Remark 2: Of course, antenna correlation also affects the
zero. To model the frequency selective fading, we use tperformance of the proposed downlink scheme. This is in-
model proposed in [27]. In this model, each vector tap in theestigated in [16], and the results for a multiuser detector
impulse response will be associated with a separate clusteopérating in the downlink are very similar to the uplink case
secondary transmitters. The angular locatiensf scatterer investigated here.
distributions corresponding to different column vector taps in 3) Different Average SNR for the Users and Uncorrelated
the impulse response are assumed to be independent stochastiennas: In Sections 1V-A.1 and IV-A.2, we assumed that
variables, uniformly distributed in the intervgt90°, 90°].  power control was used to compensate for the propagation
The antenna correlations according to (28) will depend doss and the shadow fading. In the scenario investigated in
the angle®, which are not under the system designer’s contrahis section, we will relax this assumption: even the average
Therefore, we shall address the performance of the DFE aseaeived powers will differ among the users. This will generate
function of the correlation coefficient according to (28) thahe so-callednear—far problem
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Fig. 5. Comparison of the MIMO DFE (MU) and the MISO DFE (SU) forestimated channels, equal transmitter powers, and uncorrelated antennas. The
known channelsdifferent transmitter powersand uncorrelated antennas. INchannel was estimated usiigly the training sequenc&he numbers at the

this simulation, 25000 channels were randomly selected. Over each chanfght edge of the graph are the number of errors used to estimate the BER
1000 symbols were transmitted. User number one has an SNR perjt of jor an SNR per bit ofy, = 15 dB.

= 10 dB, while the SNR per biﬁ'{, of the other users is equal and varies.

We estimated the BER of a user having an average SNR Estimated Channel Coefficients
per bit of 10 dB in a scenario where there are one, two, 0r1) Estimation Using the Training Sequence Onlo
three additional users, each having an average SNR per diiimonstrate how the MIMO DFE works in a more realistic
that is between 0 and 10 dBigher, i.e., between 10 and 20¢ase, channel estimation is introduced. The data is transmitted
dB. The result from this simulation is depicted in thght in pursts with a structure similar to that of GSM. A training
half of Fig. 5. sequence of 26 symbols is located in the middle of each

In a MIMO DFE, decisions concerning one user affe¢{yrst. Together with data symbols, tail symbols, and control
future symbol estimates of all users. Incorrect decisions @)mhols, this results in a total burst length of 148 symbbls.
the symbols from a weak user will thus impair the decisionfhe channel estimation is performed using the offline least
of other stronger users. In this case, a MISO DFE may yielgyyares method, and the spatial color of the noise is estimated
better performance since (possibly incorrect) decisions of thgm the residuals of the channel identification. The temporal
weaker users’ symbols do not influence the estimates of {8ior of the noise is not estimated due to the limited amount
stronger users’ symbols. of data. Apart from this, the simulation conditions are the

To investigate this effect, we estimate the BER of a usggme as in Section IV-A.1. The results are indicated in Fig. 6.
having an average SNR per bit of 10 dB in a scenario wherewhen we compare Figs. 3 and 6, we see that the difference
there were one, two, or three additional users, each havinggdtween the MIMO DFE and the MISO DFE is greater when
average SNR per bit which was between 0 and 10a¥r, the channels have to be estimated. The inability to estimate
i.e., the SNR per bit of the remaining users varied between dfd, subsequently, use the temporal color of the interference
and 0 dB. The result from this simulation is depicted in thRads to a large performance degradation for interference rejec-
left half of Fig. 5. tion. Again, the difference in performance is larger when more

From the leftmost part of Fig. 5, it is clear that for thg;sers are active in the system. Table Il summarizes the perfor-
investigated differences in power levels, error propagation d$ance loss of the MISO DFE and the MIMO DFEE for known
not so severe that the BER of a MIMO DFE exceeds théhd estimated channels as compared to the single-user case.
BER of a MISO DFE. On the other hand, from the rightmost 2) |mproving Channel Estimation Using the Detected Sym-
part of Fig. 5, it is evident that for the MIMO DFE, fourpgls: Since channel estimation errors are a major cause of bit
users can coexist in the cell, even when the received averaggys in a digital cellular system, there is a great potential
powers differ substantially. However, the performance of thgr performance improvement in the reduction of the channel
MISO DFE is seriously affected by the increase of the powgktimation errors. One way of accomplishing this would be to
levels of the interfering users, since this MISO DFE does ngke detected symbols as regressors in the estimation algorithm.
comply with the ZF condition (26). Inserting numerical valuegy ysing these extra regressors, we can increase the length of
into (26), we find that complete suppression of all cochann@i{a training sequence from 26 to 148 symbols in the GSM case.
interferers is impossible whenevef > 3. As the transmitter Thjs pootstrapmethod is based on the assumption that when
powers of these users increase, the estimation error dugg fraction of incorrect decisions from pass one is sufficiently
residual interference increases, resulting in an increased BERya|l, the channel estimation in pass two will provide better
The MIMO DFE on the other hand is capable of completely , _ _ . e

The pulse shaping used in GSM results in a channel with five highly

removing the mterfer.ence from the stron.g.er gsers, at tb@'related taps. We have not included this feature in the simulation. Only the
expense of a slightly increased noise amplification. burst structure resembles the one used in GSM.
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estimated channels, equal transmitter powers, and uncorrelated antennas. The .

channel estimates were obtained udiogh the training sequence and detected™d- 8. Comparison of the MIMO DFE (MU) and the MISO DFE (SU)
symbols The numbers at the right edge of the graph are the number of err@Rplied to uplink measurements from a DCS-1800 testbed. The receive
used to estimate the BER for an SNR per bitygf= 15 dB. antenna had eight outputs and two users were transmitting simultaneously.

accuracy than the channel estimation in pass one. Bootstfaptwo reasons: to evaluate the impact of using more antenna
equalization is discussed in [26] for both DFE’s and MLSE.elements and to estimate the transmitted signal power.

To test this algorithm, we repeat the simulation in A single mobile mounted in a van was used for all ex-
Section IV-B.1 with the use of the detected symbols tperiments. The mobile transmitted GSM bursts, which were
improve the channel estimates, according to the bootstnazeived, sampled, and recorded, both for the sector and the
algorithm described above. The results from the second passy antenna. Two sets of measurements were collected and
of the algorithm are shown in Fig. 7. added to represent a situation when two mobile users share

As can be seen from Fig. 7, the BER was reduced when tiee same channel. The algorithms investigated in Section IV
tentative decisions were used to improve the channel estimatesre then applied to the recorded data.

It seems that the performance of the multiuser detector wasThe performance of the DFE’s was evaluated as a function
impaired more by the poor quality of the channel estimate$ the averagecarrier-to-noise ratio (C/N).1> This quantity
than the performance of the detector performing interferencannot be directly measured. Instead, it was estimated indi-
rejection. The difference between the two approaches is largectly. For details, see [21].
when the two-pass algorithm is used than when only the
training sequence is used to estimate the channel. This is gueresults
o Fhe fact that Fhe est|mat|on of f[he' covariance funcpon of theThe frame structure in DCS-1800 is identical to the one
noise and the interference is still inaccurate, despite the f%':tscribed in Section IV-B. In this case. five tap channels are
that we now have access to a training sequence of 148 symbgo S L, ' P
The performance at 15 dB of the bootstrap algorithm %S imated, and, = £ = L = 4 is used.
. . The MMSE MIMO DFE and two MMSE MISO DFE’s

summarized in Table II. .

were used to demodulate the signals from the two users. In
both cases, the bootstrap algorithm described in Section V-
B.2 was utilized. The results are shown in Fig. 8 for the array

The simulations in Section IV indicate that reuse withimntenna and in Fig. 9 for the sector antenna.

a cell is indeed possible. But will it work in practice? To The results from the experiments on the measurements from
investigate this, we will apply the methods described ithe array antenna are not surprising. For the lightly loaded

V. APPLICATION ON EXPERIMENTAL DATA

Section Il to a set of uplink measurements. system with/N = 8 and M = 2, the performance of a MIMO
DFE should be only slightly better than the performance of
A. Measurements two MISO DFE's.

The measurements were performed on a testbed constructegel the sector antenna, the results are more surpri§ing: .
by Ericsson Radio Systems AB and Ericsson Microwa¥!MO DFE performs slightlyworsethan two MISO DFE'’s.
Systems AB [29]. The testbed implements the air interface of &€ reason for this is twofold. o _
DCS-1800 base station, and the measurements were performel) With the sector antenna, the channel is in fact flat fading.
in Kista, a suburb of Stockholm, Sweden. All ISl is caused by the partial-response modulation,

The array consists of four antenna elements, each having and the same frequency selective fading is experienced
twa polarization dIV?rSItly branches, resultlr!ghln elgtf)lt anfnnaBThe C/N corresponds to the SNR per channel discussed previously. We
Ouf[pm.s' A .conv_ent_lona S?Ctor ant?nna with two-Dranch pQse the notation C/N rather than SNR to stress the fact that the quantity has
larization diversity is also included in the measurement setdgen estimated indirectly.
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T g ' ; T T In summary, extensive simulations indicate that channel
' ' : ' reuse within a cell is indeed a viable option, with multiuser de-
tection providing superior performance. Up to four users could
coexist in the same cell if the receivers utilize antenna arrays
with only four antenna elements. With multiuser detection, the
price paid for this in increased BER is rather small. We have
tested the algorithms on experimental measurements from a
DCS-1800 testbed. For the investigated scenario, reuse within
a cell is possible using either an eight-element antenna array
S or a two-branch diversity sector antenna.
..... one user Differences in performance between multiuser detection
-~ two users (SU) : : and interference rejection are partly due to the difference in
—— two users (MU) : : detectorstructure:a multiuser (MIMO) DFE utilizes feedback
: : from previously estimated symbols frorall users, while
the interference rejecting (MISO) DFE performs decision
feedback from the user of interest only.
The difference also results from the preconditionsdioan-
Fig. 9. Comparison of the MIMO DFE (MU) and the MISO DFE (SU)nel estimation.In the multiuser case, input-output transfer
applied to uplink measurements from a DCS-1800 testbed. The recefyfctions from each transmitter to each receiver antenna
antenna had two outputs and two users were transmitting simultaneously. . . L
can and must be estimated. For interference rejection, the
at different antenna elements. Hence, each column ©€I constitutes colored noise, and multivariate noise models
H(>~1) will have a common factor of degreb. For estimated from short data records will have poor accuracy.
N =2 and M = 2, the ZF condition (26) then reduces These factors will in general result in a higher performance
to n, > £ — d;, where/ is the decision delay and; for the multiuser detector. This is particularly apparent when
is the propagation delay of usgrTherefore, the choice the detectors are applied to heavily loaded systems (with many
ns = £ ensures the existence of a ZF MISO DFE fousers/interferers) and when the delay spread in the multipath
this scenario, and the corresponding MMSE detector withannel is large.
work well. Both multiuser detectors and interference rejecting MISO
2) When all ISI is caused by the modulation, all rays imBFE’s can be made near—far resistant. However, the conditions
pinge on the array from the same direction. In this casfar this, as indicated by the existence of a ZF solution, are more
spatial-only interference rejection is sufficient to suprestrictive when using interference rejection.
press the interfering user. The MIMO DFE tries to reject Our conclusions are based on studies and comparisons of
the CCI by means of an estimate of its spatio-temporaymbol-by-symbol DFE’s. We would expect similar conclu-
color. This will lead here tavorse performance, since sions to hold from a comparison of joint multiuser maximum-
parameters, which do not improve equalization, afi&kelihood (ML) detectors [30] to single-user ML detectors
estimated. with spatial interference whitening [6]. The results in [31]
With the array antenna, a few multipath components can B@nfirm this assumption. However, for ML detectors the
resolved, which leads to a situation where the channels @@Mmplexity of the two approaches would differ substantially, in
different antenna elements will have no common factor. gPntrast to the complexity of the two detectors described here.
this case, the interference canceller will have to place spatial
nulls in several directions, thereby sacrificing some degrees of APPENDIX
freedom, which leads to worse performance. In this case, the DERIVATION OF THE MIMO MMSE DFE

multiuser detector can use its additional degrees of freedomsyppose that a linear time-invariant FIR channel of odder

to cancel the CCI. . _ _ _is given by (6) and assume that
It should be noted that the investigated scenario constitutes

1071}

Estimated BER

10—3 n n ' L L L
-4 -2 0 2 4 6 8 10
Average C/N (dB)

a very difficult detection problem: the two mobiles travel E[s(k)s" (m)] = bpml

exactly the same measurement route. Still, reuse within a cell is E [U(k)UH(m)] =Pk

possible, using either the array antenna or the sector antenna: E[S(k)UH(m)] —0. (30)
The detector performance is approximately 2 dB worse for

two users than for one user. The objective is to estimate the symbol vectok — ¢), by

means of theMIMO DFE defined in (11), i.e.,

N _ -1 _ Nz p_
In our investigation of receiver algorithms designed to ac—s(k — 4k _S(Z )x(k) Q(Z )S(k £=1) (31)

VI. DiscussIiON AND CONCLUSIONS

complish reuse within cells, we have compared MIMO DFE'’s B Ua ) e .

which work as multiuser detectors to the use of interference - Z Sma(k —n) — Z Qu—e—15(k —m)
rejection, implemented by MISO DFE’s. Realizable MMSE "7{0 . m=t+l

equalizers of both kinds have been derived, based on channel =Ogar — OgSK—t—1 (32)

models and noise spectral models. 5(k—0) =f(5(k — k). (33)
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Above, we have defined Furthermore, we define the following matrices:
oF 2 (So S1 -+ Sn,) (34a) N Hy, --- H, --- 0
/ F. 2 S . : Nins+1)
eH 2 L 34b tot : . . : s
Q (Qy @ QLin.—c 1) (34b) 0 - Hy - Hj
and é (Ffut f‘pres f‘past) (43&)
A T
o = (f(k) @t (k=1) - @f(k-n.)) (358) \pere we have defined
- A T T T
el = k—£-1) - k—ns—L)) . (35b / _ .
ket (8 ( ) 5 (k=n )) (350) Fut 2 The firstM? columns iNFiot (43b)
The coefficients{S,,} and {Q,,} are to be determined so Fopres 2 ColumnsM?’ + 1 to M+ 1) in Fiot (43c)
that the MSE of the estimatgk — ¢|k) is minimized. The A )
mean square of Fpast = ColumnsM (4+1)+1 to M(n,+L+1) in Figs.
(43d)
e(k—£8) =s(k—20) — 3k —£k) (36)

o . o ) . Equation (41) can then be written as
is minimized if the estimation error is orthogonal to all signals

which the estimates(k — ¢|k) may be based upon, i.e., i = FruiSk + FpresS(k — £) + FpastSh—i—1 + v (44)
x3 and $x_,—1. The matrix filter coefficients providing the ] _ _
minimum mean-square estimation error are thus determin&fere sx—¢—1 was defined in (39). Using (44) and (30), we

by the orthogonality condition can compute the expectations in (40) and insert them into the
normal equations (40)
L H
b |:<_§k51 )E (k - g):| =0 37) Fmt‘rf{{t + ‘Fpresf‘}ges + f‘PaStf‘Igst + ¥ —Fpast
) _f‘}ist I
If we inserte(k — £) from (37) ands(k — ¢|%) from (32), we Og Fooves
obtain 1o = 0 (45)
Q
El’kl‘kH —Exké',f[_[_l @5 X . .
—Esn_zll EBs__i3, )\ 0g where ¥ is given by (18). By observing th&d, = ;ﬁfgstes

from the second block row of (45) and inserting this into the

_ Exps(k —¢) fi lock )
= <—E§k_é_1sH(k _p ) (38) first block row, we obtain

u I pres " V)Os = Fpres 46a

Assume that all previous decisions were correct, kg, —n) (o + FpresFpres + V) O ]:‘H (462)

=s(k—n),n=4L+1,---, L+n,, and define 0@ =Fpast Os- (46b)
shtr = (sT(k—t—1) - sT(k—n, — L))T. (39) Now observe that Frue Fires) = F as defined in (17). Thus,

(46a) and (46b) can be expressed as
Due to the assumption of uncorrelated symbols made in (30),

H —
(38) can then be simplified to (FFT +¥)Os —ﬁ;es (47a)
Bg =F.,.9s- 47b
E.’I’k.’l’kH _ExkskH,[,l @S Q past S ( )
—Esk,g,le I Og Here, (47a) coincides with (16), and if we complex conjugate
Exyst (k- 1) both sides of (47b) and evaluate for each matrix elenggnt
- < 0 ) (40) e readily obtain (19). Equations (47a) and (47b) are the

design equations for the MIMO DFE.
To evaluate the expectations in (40), we invoke the channel

model (6) to obtain an explicit expression foy,
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