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Abstract—In this letter, we investigate call admission control
(CAC) for cumulative rate distribution based scheduling (CS)
in wireless communication networks. We first analyze the multi-
user diversity gain (MDG) of CS, which is applicable to general
channel conditions. Then we propose the minimum rate guaran-
teed CS/ORR based CAC algorithm, COCAC, which jointly uses
CS and opportunistic round robin (ORR) for resource prediction
and CAC decision. Furthermore, we evaluate the performance
of our COCAC algorithm through simulation. Results show that
COCAC can significantly reduce the new call blocking rate, while
strictly guarantee the minimum rate requirements of all serving
users.

Index Terms—Call admission control (CAC), cumulative rate
distribution based scheduling (CS), multi-user diversity gain
(MDG), opportunistic round robin (ORR).

I. INTRODUCTION

OPPORTUNISTIC scheduling has been widely applied
in wireless networks to utilize the dynamic channel

variations of different users. It can achieve the multi-user
diversity gain (MDG), which is defined as the ratio between
the long-term average throughput of opportunistic schedul-
ing and that of round robin scheduling (RRS). However,
theoretically analyzing the MDG of opportunistic scheduling
under general channel conditions is still an open question. For
existing opportunistic scheduling schemes, only the MDG of
proportional fairness scheduling (PFS) [1] has been derived
in [2] by assuming independent and identically distributed
(i.i.d.) channels among users. In PFS, the user with the
highest ratio between the instantaneous rate and the achieved
throughput is scheduled. Thus, it is difficult to derive the MDG
of PFS in practical scenarios with non i.i.d. channels, which
may result from distinct location and surroundings of each
user. In contrast, cumulative rate distribution based scheduling
(CS) schedules the user with the maximum cumulative rate
distribution, and allocates almost equal resources to each user,
which is not affected by the heterogeneity of channels among
users [3], [4]. However, there is still a lack of analytical result
on the long-term average performance of CS. Thus our first
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contribution in this letter is deducing the MDG of CS. Thanks
to the special resource allocation policy of CS, the derived
MDG of CS can be applied to wireless networks with general
channel distributions.

A promising character of the next-generation networks is
to serve as many users as possible with strict guarantee of
quality of service (QoS). Thus, it is important to use call
admission control (CAC) to control the number of admitted
users according to the amount of available resources. Al-
though minimum rate and average delay are two important
QoS metrics in next-generation networks, the second one can
be potentially guaranteed by the minimum rate requirement
(MRR) [5]. Hence, for mathematical tractability, we only
consider MRR as the QoS metric in the following analysis.
In a real system, users usually have heterogeneous MRRs,
thus the MDG derived from fair resource allocation cannot be
directly used to make the admission decision for a new user.
Therefore, as the second contribution of this letter, we propose
a minimum rate guaranteed CS/ORR based CAC algorithm,
COCAC, which jointly uses CS and opportunistic round robin
(ORR) [6] to conservatively estimate the resource occupation
of new access users and make the CAC decision.

Extensive simulation is then conducted to evaluate the
performance of our proposed COCAC algorithm in terms of
new call blocking rate and MRR violation ratio.

II. MULTI-USER DIVERSITY GAIN OF CS

First we briefly review the CS scheme [3]. The main idea of
CS is to schedule the user with the maximal cumulative rate
distribution in each token, i.e., the basic unit for scheduling.
Let 𝑅𝑘, 𝑓𝑅𝐾 and 𝐹𝑅𝐾 denote the random variables of user
𝑘’s rate, Probability Density Function (PDF) of 𝑅𝑘 and
Cumulative Distribution Function (CDF) of 𝑅𝑘, respectively.
Let 𝑟𝑘 denote the instantaneous value of 𝑅𝑘 in a token,
then the user 𝑘∗ with the highest 𝐹𝑅𝑘∗ (𝑟𝑘∗) is selected for
communication. Assuming there are 𝑛 competing users, CS
can be written as

𝑘∗ = arg max
1≤𝑘≤𝑛

𝐹𝑅𝑘
(𝑅𝑘) (1)

Let 𝑈𝑘 denote the random variable 𝐹𝑅𝑘
(⋅), which is uniformly

distributed in [0, 1], and there exists 𝐹𝑅𝑘
(𝑟𝑘) = 𝑢𝑘. The

probability that user 𝑘 is chosen for communication is

𝑃𝑟(𝑘∗ = 𝑘) = 𝑃𝑟(𝑈𝑗 ≤ 𝑢𝑘, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 ∕= 𝑘)

=

𝑛∏
𝑗=1,𝑗 ∕=𝑘

𝐹𝑈𝑗 (𝑢𝑘)

= 𝑢𝑛−1
𝑘 (2)
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Hence, the probability for user 𝑘 to be selected is∫ 1

0
𝑢𝑛−1
𝑘 𝑑𝑢𝑘 = 1/𝑛, which indicates that resources are allo-

cated to users fairly. Without loss of generality, we assume
𝐹𝑅𝑘

(⋅) is a strict increasing continuous function, and its
inverse is 𝐹−1

𝑅𝑘
(⋅). Then the rate distribution seen by user 𝑘 in

all tokens is the same as 𝐹−1
𝑅𝑘

(𝑈𝑘). Therefore, the long-term
average throughput of user 𝑘 in CS is

𝑇𝑛,𝑘 =

∫ 1

0

𝑃𝑟(𝑘∗ = 𝑘)𝐹−1
𝑅𝑘

(𝑢𝑘)𝑑𝑢𝑘

=

∫ 1

0

𝑢𝑛−1
𝑘 𝐹−1

𝑅𝑘
(𝑢𝑘)𝑑𝑢𝑘 (3)

Let 𝐷𝑛,𝑘 denote user 𝑘’s long-term average throughput in
RRS, it can be written as

𝐷𝑛,𝑘 =
1

𝑛

∫ +∞

0

𝑥𝑘𝑓𝑅𝑘
(𝑥𝑘)𝑑𝑥𝑘 (4)

where 𝑥𝑘 is the instantaneous rate of user 𝑘, and 𝑓𝑅𝑘
(𝑥𝑘) is

the PDF of 𝑥𝑘.
Then the MDG of CS for user 𝑘, which uses RRS as the

benchmark, is defined as

𝐺𝐶𝑆
𝑛,𝑘 =

𝑇𝑛,𝑘

𝐷𝑛,𝑘
(5)

It is easy to see that 𝐺𝐶𝑆
𝑛,𝑘 is determined by the number of

competing users and the distribution of 𝑅𝑘, while independent
of the rate properties of other users. When reasonably assum-
ing Rayleigh fast fading and a linear rate to SINR dependency
for all users, 𝑅𝑘 (1 ≤ 𝑘 ≤ 𝑛) are exponentially distributed,
and 𝐺𝐶𝑆

𝑛,𝑘 can be simplified into

𝐺𝐶𝑆
𝑛,𝑘 =

𝑛∑
𝑖=1

1

𝑖
(6)

which indicates that, with the above two assumptions, the
MDG of CS for any user 𝑘 only depends on the number of
competing users. Thus, we can use 𝐺𝐶𝑆

𝑛 instead of 𝐺𝐶𝑆
𝑛,𝑘 in

the following analysis for convenience.

III. MINIMUM RATE GUARANTEED CS/ORR BASED CALL

ADMISSION CONTROL

To admit a new user with MRR to the network, it is
important to decide whether the residual resources are enough
to satisfy the MRR of the new user without impacting all
existing ones. In practice, users usually have different MRRs
and average SINRs, thus the quantity of resources they re-
quired are also different from each other, and the MDG derived
above for fair resource allocation cannot be directly used to
calculate the amount of resource needed by the new user. On
the other hand, ORR has been proved to be an effective method
to calculate the statistical lower bound on performance of
any opportunistic scheduling scheme [7]. Thus, in this letter,
we jointly use CS and ORR to conservatively estimate the
resource needed for the new user.

Resources are allocated to users round by round in CS/ORR.
In each round, tokens equal to the number of existing users
are scheduled and each user competes for resources through
CS. All users achieving their MRRs in a round will quit the
resource allocation process in the following rounds. In one

round, once a user has been served and gotten a token, it will
not compete for the residual tokens. Thus, for 𝑛 users in a
round, the MDG for the first served user is 𝐺𝐶𝑆

𝑛 , that for the
second one is 𝐺𝐶𝑆

𝑛−1, . . ., and that for the last one is 𝐺𝐶𝑆
1 .

Therefore, the average MDG of CS/ORR 𝐺𝐶𝑂
𝑛 in that round

can be written as

𝐺𝐶𝑂
𝑛 =

1

𝑛

𝑛∑
𝑙=1

𝐺𝐶𝑆
𝑙 =

1

𝑛

𝑛∑
𝑙=1

𝑙∑
𝑖=1

1

𝑖
(7)

Since admitting a new user will give more chances to all
existing ones to exploit opportunism [7], we only need to
consider whether the residual tokens can satisfy the MRR of
the new user through CS/ORR scheduling. We assume that
the set of serving users is Z, and there have been 𝑛 users
with MRRs 𝑟1, ..., 𝑟𝑛 and average data rates 𝜆1, ..., 𝜆𝑛 in Z.
We also assume the scheduling is executed periodically and
the residual tokens in last period is 𝑡𝑟𝑒𝑠. When a new user
𝑚 with MRR 𝑟𝑚 and average data rate 𝜆𝑚 asks to enter the
system, we perform the following CAC algorithm,

Algorithm 1: COCAC Algorithm.

Initialization:
User set: Z← {Z,𝑚}.
Rate requirements: 𝑟1, ..., 𝑟𝑛, 𝑟𝑚.
Average rates: 𝜆1, ..., 𝜆𝑛, 𝜆𝑚.
The number of needed tokens: 𝑡1, ..., 𝑡𝑛 = 0, 𝑡𝑚 = 0.
1: While 𝑟𝑚 > 0 do
2: For ∀ 𝑖 ∈ Z
3: 𝑟𝑖 ← 𝑟𝑖 − 𝜆𝑖 ∗𝐺𝐶𝑂

∣Z∣
4: 𝑡𝑖 ← 𝑡𝑖 + 1
5: Remove user 𝑖 from 𝑍 if 𝑟𝑖 ≤ 0
6: End
7: End.
8: If 𝑡𝑚 ≤ 𝑡𝑟𝑒𝑠, admit user 𝑚. Else, reject it.

Remark 1. The above algorithm is not limited to CS. For any
scheduling method with a closed-form expression of MDG 𝐺∗,
our algorithm still works by replacing 𝐺𝐶𝑆

𝑙 in (7) with 𝐺∗.

IV. SIMULATION AND NUMERICAL RESULTS

A. Simulation Setup

We assume Rayleigh fast fading, and the feedback of
channel states is error free and has no delay. We use Shannon
capacity as the communication rate for theoretical analysis,
while ignoring the errors from practical modulation and coding
schemes. All users arrive according to a Poisson process with
rate 𝜆 and depart from the system after a holding time that is
exponentially distributed with the mean of 100 seconds. SINR
and MRR of each user are normally distributed in [0, 10] dB
and in [50, 100] kbps, respectively. The size of scheduling
token is consistent with the definition of a physical resource
block in 3GPP LTE, i.e., 180 kHz × 1 ms. The scheduling
period is one second which contains 5000 tokens and 1000
scheduling periods are considered in each simulation. For each
user arrival rate, the simulation is conducted 100 times, and
the average performance is given.
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Fig. 1. New call blocking rate.

The performance of our proposed COCAC algorithm is
evaluated in terms of new call blocking rate and MRR
violation ratio. In the following, we use PFS/NA, CS/NA,
CS/MG and POCAC to represent PFS with no MDG, CS
with no MDG, CS with maximum MDG and PFS with
ORR, respectively. Here, no MDG and maximum MDG mean
that the needed tokens are calculated via RRS and by (6),
respectively, i.e., our CAC algorithm is performed by replacing
𝐺𝐶𝑂

∣Z∣ with 1 and 𝐺𝐶𝑆
∣Z∣ , respectively. POCAC is similar to

COCAC, which jointly uses ORR and the MDG of PFS
in [2] for CAC. Users in PFS/NA and POCAC are scheduled
through PFS, while those in CS/NA, CS/MG and COCAC are
scheduled through CS. Once a user having achieved its MRR,
it quits the scheduling process. When all existing users have
achieved their MRRs, the residual tokens, the number of which
is 𝑡𝑟𝑒𝑠, are scheduled to all users by using corresponding
scheduling schemes. Thanks to the time share fairness property
of CS, residual tokens in CS/NA, CS/MG and COCAC can be
allocated to all users fairly.

B. Simulation Results

1) New Call Blocking Rate: As shown in Figure 1, the
new call blocking rates in all cases increase monotonously
with the user arrival rate. This is reasonable because that the
larger the arrival rate, the more the users to arrive and be
blocked due to resource limitation. The new call blocking
rate of POCAC is less than that of PFS/NA because of the
MDG of PFS used in POCAC. The new call blocking rates
of both COCAC and CS/MG are less than that of CS/NA due
to the multi-user diversity considered in COCAC and CS/MG.
Moreover, the new call blocking rate of CS/MG is smaller
than that of COCAC, because CS/MG admits more users by
using the aggressive MDG of CS in (6) ignoring heterogeneous
resource demands of different users. The consequence is that
CS/MG has a higher MRR violation ratio as shown in Figure 2.

The curves of CS/NA and COCAC are lower than those of
PFS/NA and POCAC, respectively, which verifies that CS can
make better use of channel variation and serve more users than
PFS.

2) MRR Violation Ratio: MRR violation happens when
the achieved data rate of a user is less than its MRR in a
scheduling period. MRR violation ratio here is defined as the
total number of MRR violations divided by the number of
successfully served users. MRR violation ratios with different
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Fig. 2. MRR violation ratio.

user arrival rates are shown in Figure 2. We see that the MRR
violation ratios of PFS/NA and CS/NA keep zero, because no
MDG is considered in their CAC process and only conserva-
tive RRS is used for calculation of tokens. The MRR violation
ratio of COCAC is also zero, even under an extremely high
arrival rate, which is consistent with our objective, i.e., to
serve as many users as possible with strict minimum rate
guarantees. Since the MDG of PFS in POCAC is deduced
from the assumption of i.i.d. channels, which is inaccurate
in practical scenarios, the MRR violation happens when the
user arrival rate is larger than 0.75 user/second. And the MRR
violation ratio of CS/MG is the highest, which indicates that all
users’ MRRs cannot be strictly guaranteed if we aggressively
use the MDG in (6) which ignores the heterogeneous resource
demand of each user to make the admission decision.

Through all above simulation results, we can find that our
proposed COCAC algorithm can significantly reduce new call
blocking rate, as well as strictly guarantee the minimum rate
requirements of all serving users.

V. CONCLUSIONS

In this letter, we first deduced the MDG of CS and proposed
a novel CAC algorithm with the consideration of minimum
rate guarantee, namely, COCAC, which jointly uses CS and
ORR for resource prediction and CAC decision. Then we
conducted extensive simulation to demonstrate the superior
performance of our COCAC algorithm.
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