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ABSTRACT In this paper, the entire process of transmission
and reception in a DS-CDMA system, including the spread-
ing, is described as a tapped delay line model with multiple
inputs and a single output. This model is then used to de-
sign a fractionally spaced decision feedback equalizer with
a single input and multiple outputs. In the proposed ap-
proach, long codes can be used and channel estimation can
be performed in an efficient way. The suggested detector
is near-far resistant. Simulations demonstrate the utility of
the proposed approach in a heavily loaded system with and
without power control where multipath is present.

1 Introduction

Much of the flexibility in the design of a DS-CDMA system
relies on the use of long spreading codes. Long spreading
codes have a period that is much larger than the symbol
period. If long codes are used, code planning is not necessary,
and it is very easy to supply variable rate services.

The use of non-orthogonal channels makes the DS-CDMA
system very sensitive to the near-far problem. The common
solution to this problem, power control in combination with
the conventional detector, does however have serious draw-
backs. To circumvent the near-far problem and thus elimi-
nate the need for power control, the use of so-called multiuser
detectors has been proposed.

Most proposed multiuser detectors operate on the out-
puts from a bank of filters, matched to the spreading codes
of each user. These multiuser detectors are frequently pre-
sented as block detectors in systems where multipath prop-
agation and long codes are rarely considered explicitly. One
example of such a multiuser detector is the decorrelating
detector [1]. A disadvantage with these detectors is that
the propagation delay must be well known. However, in a
near-far scenario, the propagation delay can be difficult to
estimate, as shown in [2].

Other multiuser detectors operate directly on the received
wideband signal which is sampled at the chip rate [3, 4, 5].
The received signal is passed through an FIR filter followed
by a decision device. The filters are adaptive and they are
updated recursively directly from the received signals, mak-
ing estimation of the propagation delay unnecessary. On the
other hand, long codes are impossible to use, since the cyclo-
stationarity in the signals is destroyed when the codes are not
periodic with period equal to the symbol period. Also, low
bit rates could result in a difficult tracking problem, since the
optimal filter coefficients will change substantially between
two updates in the adaptive algorithm.

An ideal detector for DS-CDMA should be near-far re-
sistant like the decorrelating detector. It should also be in-
sensitive to errors in propagation delay estimates like the
adaptive detectors that operate directly on the chip sampled

signal. Finally, the detector should be able to operate in a
system where long codes are employed like the conventional
detector.

In this paper, we reformulate the standard DS-CDMA
system transmission and reception as an equivalent, discrete
time, tapped delay line model. This model takes the data
symbols as input and has the wideband, chip sampled, sig-
nal as output. The spreading operation is represented as
linear filtering, which is time-invariant for short codes and
time-varying for long codes. This model makes it possible
to design equalizers which, directly from the chip sampled
signal, filter out the signals of the respective users.

As an example of a detector which has been derived from
this model, we subsequently present a generalization of the
fractionally spaced decision feedback equalizer (DFE). This
DFE has one input and the same number of outputs as the
number of users. We then use Monte Carlo simulations to
investigate the performance of the proposed DFE with per-
fect power control, with average power control and without
any power control. For a rather heavily loaded system, the
DFE is shown to outperform the conventional detector with
a RAKE receiver in the first two cases. In the third case, it
is demonstrated that the DFE works without problem in a
near-far situation.

2 System model

In this section a DS-CDMA system will be reformulated as
a completely discrete time, tapped delay line model with
multiple inputs and a single output.

2.1 The DS-CDMA system

We are considering an asynchronous DS-CDMA system with
K users. The modulation scheme is BPSK. The processing
gain, i.e. the ratio between the symbol period and the chip
period, is denoted by N..

It is assumed that user k transmits the symbol d(tN.)
during the time period [tN, (t + 1)N,[ (in units of chip pe-
riods). Each symbol is spread by a wideband signature se-
quence. The spreading operation results in a baseband sig-
nal, which is shifted up to the carrier frequency and trans-
mitted.

The transmitted passband signal propagates through a
frequency selective wideband channel. In the receiver front
end the I and Q signals are down-converted to the baseband.
The received baseband signal is then passed through a chip-
matched filter and the resulting complex-valued signal will be
denoted by r(-). In the following, only equivalent baseband
signals and channels will be considered.

We will now describe how this standard DS-CDMA sys-
tem can be recast into a form, in which the entire process
of transmission and reception can be represented by a com-



pletely discrete time, tapped delay line model. This tapped
delay line model will have the (narrowband) symbol sequence
di(tN,.) as input at time tN,.. The received (wideband) sig-
nal r will be the output of the tapped delay line. The impulse
response of the model might be rapidly time-varying.

2.2 A linear baseband model: the single-user case
Traditionally, both symbol and signature sequences in a
DS-CDMA system are presented as continuous time signals.
To arrive at a discrete time model of the system, all pulse
shaping is assumed to take place after the spreading. This
means that the system can be represented as in Figure 1.
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Figure 1 The spreading viewed as a discrete time process

Next, the pulse shaping, the frequency up-conversion,
the physical channel, the frequency down-conversion and the
chip-matched filter are lumped together and replaced by an
equivalent discrete time channel. This equivalent represen-
tation will in the following be called the physical channel.
This means that the transmission and reception can be rep-
resented as in Figure 2.
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Figure 2 A completely discrete time model.

The model is now completely discrete time, but it is not
yet a tapped delay line model. In order to arrive at such a
model, the spreading must be represented by a linear filter.
We would then obtain an equivalent channel which can be
represented by a convolution of this spreading filter and the
physical channel.

Let us therefore view the symbol sequence as an input
and the spread signal as an output of such a linear filter.
Consider the situation during one symbol interval. If the
current symbol is +1, then the transmitted baseband signal
will be the code, whereas if the current symbol is —1, the
transmitted signal will be the code with opposite sign. The
situation is depicted in Figure 3. This means that during one
symbol period, the spread signal can be thought of as having
been generated by passing the symbol through a discrete time
filter with impulse response identical to the code sequence.!
The length of the impulse response of the spreading filter is
equal to the processing gain N..

The entire single-user channel from the symbol sequence
to the chip sampled received baseband sequence can thus be

1For short codes, the spreading filter will be time-invariant, whereas
for long codes it will change every symbol period.
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Figure 3 The spreading viewed as a filtering operation.

represented by a tapped delay line. This tapped delay line is
the convolution between the spreading filter and the physical
channel. Since the length of the spreading filter is equal to
the symbol period, intersymbol interference will be present
if the physical channel has more than one tap.

2.3 A multiple-input single-output channel model
In a multiuser scenario with K users, each user transmits a
symbol sequence through a separate tapped delay line. The
received signal will be the sum of the outputs from these
K channels and some noise. The entire (multiuser) channel
can thus be represented by a linear model with K inputs
and one output. To formulate this mathematically, denote
the output of the channel from user k at time tN. + j as

= hlv 4 (ENe + j)di((t — ) Ne)
=0

2k (EN: + 7)
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where
thc_,_j(th +J) : tap iN. + J in the channel from user
at time tN. + J
m : maximum extent (over all channels) of
intersymbol interference.

The received signal will be the noise-corrupted sum of the
signals from the K users:
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where n(tN.+j) is assumed to be wide sense stationary, zero
mean noise with autocorrelation function

E [”(1)nH(J)] = Yij

Introduce the vector of symbols transmitted by all users
at time tN,
£ (dy(tN.)

d(tN.) di (tN,))"

and define

htlets & (hiy 4 (N + 5)

iNc+j hﬁvcﬂ(th +j)) (2)



Then the received signal r(tN. + j) can be rewritten as

r(tN, + j) Zhjﬁ;d (t —i)N,) +n(tN.+ 7). (3)

Equation (3) is the desired K-input single-output channel
model, which relates the sequence of symbol vectors to the
chip sampled output sequence.

To make use of this model for the design of a DS-CDMA
detector, we first have to estimate the channel coefficient vec-
tor (2) fori =0,1,...,m and j =0,1,...,N. — 1. We then
have to design a detector (an equalizer) under the assump-
tion that the impulse response coefficients (2) are known. An
equalizer is necessary, since m # 0 in general.

When performing the channel estimation, we suggest the
use of the transmitted chip sequence as regressors to identify
only the physical channel. The complete channel is then ob-
tained by convolving the (estimated) physical channel with
the (known) spreading filter.

One good candidate for an equalizer is the decision feed-
back equalizer (DFE). To be applicable in this context, a
DFE has to be fractionally spaced, because the received (in-
formation bearing) signal has a bandwidth which is consid-
erably larger than the symbol rate.

3 The single-input K-output fractionally
spaced DFE

Our proposed decision feedback equalizer operates directly
on the chip sampled signal r(-). The outputs from the equal-
izer are the data symbols of the K users. This means that
the proposed DFE will be a single-input multiple output-
equalizer.
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Figure 4 The single-input multiple-output fractionally spaced
decision feedback equalizer.

The structure of the DFE is depicted in Figure 4. The
scalar, chip sampled signal r(-) is used as input to the feed-
forward filter. The K outputs of the feedforward filter are
sampled at the symbol rate. The influence of previously de-
tected symbols are removed by subtracting the K outputs of
the feedback filter from the corresponding K outputs of the
feedforward filter. The resulting signal (vector) d(tN.) is an
estimate of the data symbols of the K users. This estimate is
then passed through a decision device, where hard decisions
are made.

The feedforward filter is specified by its coefficient ma-
trices Ve of dimension K|1, whereas the feedback filter is
specified by its coefficient matrices R:¥* of dimension K |K.

The estimator can then be expressed as:

£
= Sier(tN. + £ —1)

- Z RNed((t —i)N.) . (4)

The DFE estimates the symbol vector that was transmitted

at time tN., given data up to time tN. + ¢. The design

variable Z is known as the smoothing lag or decision delay.
Introduce the parameter matrices
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05" =(Sq
tN, & (ytN.
0R* = (R
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siNe) ! (5a)
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of dimensions (¢ 4+ 1)|K and mK|K respectively. We also
define the matrices
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of dimensions N, K and (p + 1)|K respectively. The
n(gl—negative integers p and ¢ are implicitly defined by
¢ =gN.+ p. For the calculation of the DFE, the following
matrices are also required:

niNett Yo Y1 ... Y
hth-HZ—l . :
hy = e—1‘ and ¥ 2 Y1 Yo
: : R
N,
hg Yoo .. o1 Yo

The following result describes how the matrices (5a) and (5b)
are calculated:

Theorem. Consider the time-varying fractionally spaced
DFE described by (4) and the time-varying channel model
described by (3). Assuming correct past decisions, the ma-
trix coefficients SIV¢ and R:"¢ that minimize the MSE of
the symbol estimate d(tN,|tN, + ¢) are obtained as follows:

1. Solve the system of linear equations
(R +v) 0 = by ©

for the matrix coefficients StVe.



2. Perform the matrix multiplication
N, HtNe
Or =0, Og (7)
to obtain the matrix coefficients RfN °.

Proof: See [6]. [ |

Remark 1 The time-varying nature of the channel is explic-
itly taken into account by including future channel models
in the calculation of the optimal filter coefficients. If long
codes are used, the channel will in fact change completely
every symbol period.

Remark 2 Unlike most multiuser detectors, the proposed
DFE is a symbol-by-symbol detector, making it possible to
implement it without modification.

The computational complexity of the calculations necessary
to optimize the equalizer coefficients is rather high. To calcu-
late the coefficients of the feedforward filter, approximately
(¢ +1)%/6 + K(£ + 1)? complex multiplications have to be
performed. The number of multiplications necessary to cal-
culate the coefficients of the feedback filter is proportional
to mK?2. To actually estimate a transmitted symbol vector
then requires (¢ + 1)K + mK? complex multiplications. No-
tice that the complexity is not exponential in any system
parameter.

4 Simulations

4.1 Simulation conditions

We will now investigate the utility of our channel model,
as well as the usefulness of our proposed DFE with the aid
of Monte Carlo simulations. We are using long codes in a
system with processing gain N, = 8 and K = 5 users. This
represents a rather heavily loaded system.

All physical channels have four Rayleigh faded taps. All
taps fade independently, but during transmission of a burst,
they are assumed time invariant. The propagation delays of
the users are uniformly distributed in the interval [0, N, — 1]
(in units of the chip period). Only delays that are integer
multiples of the chip period are considered. The additive
noise is white and Gaussian. In the simulation study we
assume that we know the channel impulse response, as well
as the propagation delays and the color of the noise.

For each SNR, 1000 channels were randomly selected.
Over each channel, each user transmitted 1000 symbols,
which were subsequently detected.

We are considering three power control scenarios: per-
fect power control, average power control (explained in Sec-
tion 4.3) and no power control. The results of the simulations
are presented next.

4.2 Perfect power control

With perfect power control, the single-input K-output frac-
tionally spaced DFE is compared to the conventional detec-
tor with a four-finger RAKE receiver. The E;, /Ny, which is
identical for the five users, varies between 5 and 20 dB and
the average BER of the users is estimated.
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Figure 5 Average BER as a function of E,/No for DFE (solid)
and conventional detector with RAKE (dashed). Perfect power
control is used.

The results are shown in Figure 5. The RAKE receiver is
clearly inferior to the DFE at all investigated signal-to-noise-
ratios. This is natural, since the codes are not orthogonal at
the receiver. The interference limited nature of the conven-
tional receiver is clearly visible: the BER does not decrease
much as Ej /Ny increases.

The DFE on the other hand is not limited by the in-
terference from the other users. The BER just decreases
as the SNR is increased. The influence from other users is
removed by the DFE, which decorrelates the signals. The
performance of the DFE is then limited, not by interference
from other users within the same cell, but by the interference
from users in other cells, which will have to be considered as
(colored) noise.

4.3 Average power control

The demand of strict power control is abandoned in this sim-
ulation setup. We are only assuming that the received signals
have the same average power. This means that the power
control will not have to compensate for the fast fading, but
only for the shadowing loss. Apart from this, the simulation
conditions are the same as in Section 4.2.

The results are shown in Figure 6. Both the RAKE re-
ceiver and the DFE perform worse in this case, as compared
to the results of Figure 5. The BER for the RAKE is about
50% higher for the entire range of SNR:s compared to the
case with perfect power control. The BER for the DFE is
about twice as high as it was for the case of perfect power
control for low SNR:s. For high SNR:s, the BER is ten times
higher. The important property of the DFE being a noise
limited, rather than an interference limited, detector is how-
ever preserved. Still, there is no visible error floor.

4.4 No power control

To investigate the performance of the DFE in a situation
where the near-far problem is present, we have performed a
simulation where not even the average power of the users are
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Figure 6 Average BER as a function of average E,/No for DFE
(solid) and conventional detector with RAKE (dashed). Average
power control is used.

equal. To emphasize the near-far problem, four of the users
have the same average power, whereas the fifth user has an
average power that is 10, 20 or 30 dB lower. The weaker
user (user 1) has an average E;/Ng between 5 and 20 dB.

The performance measure in this case is the BER of the
weaker user, because the number of errors for the stronger
users will not be noticeable. Since the conventional receiver
cannot deal with large near-far effects, the RAKE receiver
was not included in this simulation scenario.
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Figure 7 Average BER as a function of average Ej/Ng for the
weaker user (user 1). No power control is used.

The result is shown in Figure 7. We see that the near-far
effect has an impact on the DFE, but the effect is small: for
a power difference of 10 dB, the deterioration is around 1
dB for the entire investigated range of SNR:s as compared
to average power control.

5 Conclusions

In this paper, we have described the transmission and recep-
tion process in a DS-CDMA system, including the spread-
ing, by a discrete time tapped delay line model. Inputs to
the model are the symbols from all users in the system. The
output of the model is the received chip-sampled signal. By
using this discrete time model, the multiuser detection prob-
lem has been recast as a multivariable equalization problem.
Also, the reformulation makes it possible to perform channel
estimation in a way that reduces problems with fast fading.

To demonstrate the usefulness of the reformulation, we
have subsequently derived a fractionally spaced decision
feedback equalizer based on the proposed model. This DFE
detects all signals simultaneously, thereby making it possi-
ble to operate in an environment without power control. In
contrast to many other multiuser detectors, it is derived as
a symbol-by-symbol detector, making it well suited for im-
plementation. Due to the fast sampling, the DFE is not
sensitive to inaccurate synchronization.

The DFE can be used in systems where long codes are
employed. Since the DFE effectively decorrelates the users,
a large part of the capacity loss commonly associated with
such codes could be eliminated.

The simulations in Chapter 4 reveal that the DFE outper-
forms the conventional detector in a heavily loaded system
when perfect or average power control is used. It is also
demonstrated that the DFE works well in the same system
but with a severe near-far problem.

The amount of computations that has to be performed to
update the equalizer is substantial, but it is not exponential
in any system parameter.
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