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Abstract — Combined spatial and temporal equal-
ization using an antenna array combined with a de-
cision feedback equalization scheme is investigated.
In particular a TDMA type system with a relatively
short training sequence is considered. Three algo-
rithms are introduced. The first two algorithms are
based on indirect schemes, where the channels to each
receiver antenna element are identified. The identi-
fied channels and the correlations of the residuals are
then used for the tuning of the beamformer/equalizer
coefficients. The spatio-temporal correlations of the
residuals are used in the first algorithm while in the
second algorithm only the spatial correlations of the
residuals are considered. The third algorithm forms
a number of beams by using mixtures of different de-
layed versions of the training sequence as reference
signals. It then performs temporal equalization by
combining the outputs from the different beamform-
ers, with appropriate delays. This latter algorithm
requires less computations for the tuning of the equal-
izer, at the expense of a performance degradation in
general. The algorithms are evaluated with simula-
tions of multipath scenarios involving co-channel in-
terference.

[. INTRODUCTION*

A motivation for the methods presented in this paper
is the expansion of digital mobile radio communications.
A TDMA type mobile radio system is considered. Here,
data are transmitted in bursts, and attached to each burst
is a training sequence of short duration. The channel is
characterized by multipath propagation and co-channel
interference. Therefore the received signal needs to be
processed, in order to retrieve the transmitted message.

One way of doing this is to use a decision feedback
equalizer (DFE). A feedforward filter then filters the re-
ceived signals while feedback filter processes previously
received symbols and cancels their impact on the output
of the feedforward filter. The feedforward and feedback
filtered signals are combined and fed into a decision de-
vice, which makes decisions on a symbol by symbol basis.
This is an example of temporal equalization.

In the case of multipath propagation it is reasonable
to expect that signal paths with relative time delay dif-
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ferences larger than or equal to one symbol period, T,
will impinge on the receiver antenna from different an-
gles. By using filtering in the spatial domain, an antenna
array can separate different signal paths. We can then
either use only one of the signal paths, the strongest one,
or we can use a combination of all the signal paths. We
regard this as an example of spatial equalization.

In [1], an algorithm is proposed which uses an LMS
adaptive array to train sets of weights to optimally re-
ceive a reference signal with different delays. The out-
puts, corresponding to the different sets of weights, are
then delayed, weighted and summed. It is proposed to
choose the weighting coefficients so that maximum ratio
combining is achieved. This combining is, however, not
optimal if the noise is correlated between signals to be
combined. The algorithm also lacks a decision feedback,
which could improve the equalizing capability.

In [2], a structure is proposed that combines one an-
tenna array beamformer with one FIR-filter. The signals
from the antennas are combined in a weighted sum and
then passed through the FIR-filter. Two algorithms are
proposed for adaptation of the antenna weights and fil-
ter coefficients. Implicitly, the algorithm utilizes delayed
desired signals but it has no decision feedback filter.

A reduced-complexity multichannel DFE is proposed
in [3]. P sets of beamforming weights are connected to
the antennas. Each beamformer output is then fed into a
feedforward FIR-filter. The outputs from these filters are
then summed and old decisions, filtered through a com-
mon FIR feedback filter, is subtracted. Symbol decisions
are then formed based on the resulting signal. The beam-
former and filter coefficients are adapted simultaneously.
This algorithm has a quite general structure and can be
used with different levels of complexity.

In [4], an algorithm is proposed which forms several
beams in order to receive the training sequence with dif-
ferent delays. The resulting signals and filtered old de-
cided symbols are then weighted and summed, in order
to minimize the mean square error between the equalizer
output and the training sequence. A drawback with this
algorithm is that it suffers from a performance degrada-
tion if multiple delayed versions of the training sequence
are present in the signal arriving from a given direction.
This will typically be the case if the modulation technique
introduces intersymbol interference.



In this paper we will consider combined spatial and
temporal equalization, by means of an antenna array and
a DFE equalization scheme. The DFE utilizes filter of
finite impulse response type (FIR). It is of multiple-input-
single-output type (MISO), see Figure 1.
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Figure 1: Structure of the general MISO FIR decision
feedback equalizer, with M antenna elements.

The FIR filters Si(q_1) =soi+ 51"+ oo+ Spsig” ™
and Q(¢7') = Qo+ Qig7' + ... + Qngq~"? are repre-
sented as polynomials in the unit delay operator ¢~!
(¢7'y(t) = y(t — 1)), with complex coefficients. The
number m 1s the smoothing-lag used in the estimation.
The feedforward filters, S;(¢~1), filter the received sam-
pled baseband signals, y;(¢), from the antenna elements.
Their outputs are summed and the output of the com-
mon feedback filter, Q(¢1), is subtracted. The resulting
signal, (f(t — mlt), is then fed into the decision device, to
form the symbol estimate J(t — mlt).

A possible disadvantage with the general structure de-
picted in Figure 1, is that if all the coefficients are to be
optimized jointly (for example as in the D-DFE algorithm
below), this may require many arithmetic operations. For
this reason, it is of interest to investigate algorithms with
lower computational complexity.

We propose three algorithms with filter structures as
in Figure 1. The first two algorithms are indirect meth-
ods, tuning the equalizer coefficients partly by using esti-
mated channels. The third algorithm is an improvement
of the algorithm proposed in [4]. We compare with an al-
gorithm with direct tuning of the coefficients of the gen-
eral MISO FIR decision feedback equalizer and also to the
algorithm proposed in [4]. The algorithms are evaluated
for two different scenarios.

I1. ALGORITHMS

We assume that data is transmitted in bursts, in which
the first N symbols constitute a known training sequence,
d(t), t=1,2,...,N and the remaining symbols are unknown
data. The training sequence is used to tune the equalizer
parameters. The so obtained equalizer estimates the re-
maining data of the burst. The transmitted symbols, d(-),
are assumed binary, with values 1 or —1. The algorithms
to be evaluated are presented next.

Directly tuned Decision Feedback Equalizer (D-
DFE): This is the general MISO FIR decision feedback

equalizer, with direct tuning of the coefficients over the
training data. For a given order of the filters, the coeffi-
cients of the equalizer, shown in Figure 1, are chosen to
minimize Zi\;m+nq+2((i(t —mlt) —d(t —m))%

Define the coefficient parameter vector, 6, and the
data vector, Y(t), as

6:[80] . Spsl S02 ... SnsM Q() an ]T (1)

Y#)=[wn(t) ... ypu(t —ns) ya(t) ... ym(t —ns)
dt—m—1) .. dt—m—1-nqg)]". (2)
The equalizer coefficients are computed as
- - - *
0 = (Ryy Rva) (3)

where (-)* represents elementwise complex conjugation
and

v = (e YOV )+l (@
Rya = m;ww —m) )

with tg = m + ng + 2. The matrix I,, has an M(ns +
1) x M(ns + 1) unit matrix in its the upper left corner
and zeros elsewhere. The term ¢21,, is added in order to
regularize the matrix Ryy. Asymptotically, with infinite
data (and some noise), ol should be set to zero. How-
ever, with a finite amount of data and/or a limited com-
putational accuracy, the solution can be improved by a
proper choice of ¢2. The matrix Ryy cannot be inverted
without this regularization if the number of training sym-
bols are fewer than the number of parameters.
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Figure 2: Structure of the MIB- and MIMB-DFE:s

Indirectly tuned DFE (I-DFE): The training se-
quence can be utilized for identifying the FIR channels



between the transmitted symbols and the received sam-
ples at the antenna elements. This identification is per-
formed by applying the least squares method to each an-
tenna signal separately. The identified channels are used
to estimate the spatio-temporal correlations of the desired
signals. The residuals are used for constructing an esti-
mate of the spatio-temporal correlations of the noise plus
interference. These two estimates are then combined into
an estimate, Ryy. The estimate fEYd 1s formed from the
1dentified channels. The matrix ffyy is regularized as in
equation (4). Also in this case regularization is required
if the training symbols are fewer than the parameters.

Indirectly tuned DFE with spatial-only inter-
ference cancellation (IS-DFE): The estimate of Ryy
can be improved by taking only the spatial correlations
of the residuals into consideration. Let

XSlEi’Z-(q_l) = boi + i)uq_l + ...+ i)nbiq_nb (6)

be the estimated channel to antenna ¢. Thus,
vit) = (1) + ni(t) = Bi(g~"d(t) + na(t) (7)

for t = 1 4 nb,..., N, where §(t) is an estimate of the
desired (disturbance-free) received signal, while the resid-
ual 72;(t) captures noise, interference and model errors. If
n;i(t) is assumed uncorrelated with §; (¢ — ), for all j and
7, the estimate (3) can then be computed using

Ryqs = | b1 bm_nsym 0...0 1" Ryy = Ryy, +
Ry,y,

where Y is formed by substituting §;(¢) for y;(¢) in
Y(¢) in (2) and where

1
N —nb

Ry,y, = (8)

> NONT()

t=14nb

with N(t) 2 [a1(H)Tasq1...npr(D)Iasgs 0 ). Fewer pa-
rameters are estimated when considering only the spa-
tial correlations of the noise plus interferers, as compared
to estimating the spatio-temporal correlations. This es-
timate will then, of course, not contain any information
about the temporal correlations of the noise plus interfer-
ers. However, if we are primarily interested in nulling out
interferers in the spatial domain, this is of secondary im-
portance. In this case regularization was not used. The
matrix fiyy will here normally have full rank for training
sequence lengths larger than the number of antennas.

Multiple Independent Beam Decision Feedback
Equalizer (MIB-DFE): This is the algorithm proposed
in [4]. The MIB-DFE combines an antenna weight adap-
tation algorithm with a DFE scheme. The structure of
the equalizer is depicted in Figure 2.

The MIB-DFE has ns + 1 sets of M antenna weights,

w;j. First, the ns41 sets of antenna weights are chosen to
minimize Z£\r=ns—i+1(zi(t) —d(t—(ns—1)))?, i=0,1,...,ns,

respectively. This means that each set forms a beam in or-
der to optimally receive versions of the training sequence
with different delays. The ns + 1 output signals, z (),
1=0,1,...,ns, from the antenna weight sets are then com-
puted over the duration of the training sequence. Second,
the DFE filter coefficients sg,51,...,5,5s and Qo,Q1,...,@nq
are computed to minimize Zi\;m+nq+2(dA(t —mlt)—

d(t — m))? using signals z;(¢) and d(t — m — 1) as inputs.

Multiple Independent Mixed Beam Decision
Feedback Equalizer (MIMB-DFE): We here add an
extra coefficient ¢; in the MIB-DFE, for each set of an-
tenna weights. The antenna weights, w;;, and the delay
weights, ¢;, are chosen to minimize Zi\;m_iﬂ(zi(t) —
cid(t—1—(ns—1))—d(t—(ns—1)))?, i=0,1,...,ns, respec-
tively. Each set forms a beam and a mixture of d(t—(ns—
i)) with d(t — 1 — (ns — 1)), in order to minimize the MSE
between the training signal d(t — (ns —1i)) and the output
of the beamformer subtracted with ¢;d(t — 1 — (ns — 1)).
The coefficients for the temporal equalization are subse-
quently tuned as for the MIB-DFE.

The motivation for this algorithm is that when a mix-
ture of two adjacent symbols is impinging on the array
from each direction, we do not want to treat one of them
as desired signal and the other one as a disturbance. This
could cause the gain in that direction to be reduced. If|
instead, we treat both signals as desired signals, we po-
tentially obtain a higher gain in the relevant direction. If
more than two symbols are involved in the mixture im-
pinging from each direction, then extra coefficients, simi-
lar to ¢;, can be included in the minimization procedure.

Algorithms similar to the ones proposed in [3] have
also been studied. We do not include them in the present
study, as we have not succeeded in making them perform
well enough on the scenarios and the lengths of the train-
ing sequences considered.
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Figure 3: Left figure: Antenna configuration. Middle
and right figure: Scenario 1 and 2. Desired signals (solid)
and co-channel interferers (dotted). The line lengths are
proportional to the square root of the power impinging
from each direction. The antenna is located at the origin.

IIT. SIMULATION RESULTS

The algorithms were tested on two different scenarios, de-
scribed below. In all simulations, a circular array consist-
ing of ten antennas, as shown in Figure 3, was used. Pa-
rameter values ns=3, ng=2 and a smoothing lag of m=3,



were used in all algorithms. The regularizing constant
o2 was set equal to the variance of the noise. This value
was found to work well for our simulations. Note, how-
ever, that for long training sequences, compared to the
number of parameters that are tuned jointly, this value
should likely be decreased. How to choose o2 if the noise
variance is unknown has not been investigated.

Scenario 1: The desired signal is impinging on the
array from the directions o = 0, 30 -60 and 180 degrees,
through the channels B(¢™!') = 1, 0.5¢7!, 0.5¢=2 and
—0.25¢73 respectively. Three co-channel interferers are
impinging on the array from the directions a,., = 135,
-30 and 235 degrees respectively, each having a constant
channel Bco(q_l) = b,,. The constant b., was in each
scenario selected such that the SIR, averaged over the
antenna elements, became 0 dB. Independent white noise
giving a SNR of 3 dB, averaged over the antenna ele-
ments, was also added. See Figure 3.

Scenario 2: The desired signal is impinging on the
array from the same directions as in Scenario 2, but now
each channel contains a mixture of two adjacent symbols.
The respective channels are B(g~™') = 14+0.5¢", 0.5¢7 "+
0.8¢=2,0.5¢=240.2¢73 and 0.2¢=% 4+ 0.3¢~*. Co-channel
interferers and noise enter as in Scenario 1. See Figure 3.

A motivation for Scenario 2 is that it may be impos-
sible to sample in such a way that each sample contains
only one symbol. In for instance the GSM system, where
a GMSK modulation with a BT-product of 0.3 is used,
Scenario 1 will never occur. From each direction a partly
unknown mixture of two to three delayed versions of the
training sequence will arrive, due to intersymbol inter-
ference introduced by the partial response modulation.
Scenario 2 is then a more realistic model.

For each scenario and for different lengths of the train-
g sequence, 200 experiments with different noise and
co-channel interferer realizations were conducted. In each
experiment, the equalizer parameters were computed based
on the training sequence. Then the bit error rate (BER)
was estimated over a data sequence with a length selected
such that typically 100 bit errors were generated for each
data point, in total. The resulting BER 1s summarized
for the two scenarios in Figure 4.

In both scenarios the IS-DFE has the best perfor-
mance and the I-DFE has a better performance than the
D-DFE, in terms of BER. The MIMB-DFE has worse per-
formance than the IS-DFE. The MIMB-DFE 1is however,
except for the very short training sequence lengths, com-
parable to the I-DFE in Scenario 1 and slightly better in
Scenario 2. The MIB-DFE has a reasonably good perfor-
mance for Scenario 1. However, when, as in Scenario 2,
also a delayed training sequence is arriving from each di-
rection, then the MIB-DFE suffers from a performance
degradation. The MIMB-DFE handles the situation in
Scenario 2 better, as it is designed to do.
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Figure 4: BER for Scenario 1 and 2: D-DFE (dotted),
I-DFE (dash-dotted), IS-DFE (solid), MIB-DFE (star)
and the MIMB-DFE(dashed).

IV. COMPUTATIONAL COMPLEXITY

The D- and the I-DFE:s require the largest amount of
computations for their tuning. The IS-DFE requires less
computations and the MIMB-DFE requires the least num-
ber of computations for the tuning.

For relative comparisons, we here define a complexity
unit, cu. One cu is defined to be the amount of compu-
tations required for one complex multiplication. We as-
sume that a real division requires 18 time as long time as
a real multiplicationt. A complez division will then cor-
respond to 6.5 complex multiplications, and is counted
as 6.5 cu. Additions are neglected in the complexity es-
timations, but their number is roughly be proportional
to the number of multiplications (which dominate). The
computational complexity, C, of the D-, I-, IS- and the
MIMB-DFE:s are approximately given by

1 | .
CD-DFE ~ g(M(ns+1) +ng +1)"+
1 11,
5(]\/[(715—{— 1)+ ng+ 1)2(N—m—nq+ 7) cu (9)

1 1
CLLDFE ® g(M(n.s +1)+ng+ 1)3 + §M2(n.s + 1)2-|-

14—9(M(n5 +1) +ng+ 1%+ (2N —nb)(nb+ 1)M +

1
“(nb+1— ?)(ns +1)2M? cu (10)

2

1
C1s-DFE ® CLDFE — 3 M7 ((ns + 1) = N cu (11)

tThis is the case for the signal processor TMS320C50



and
1 3 1 913
CMIMB-DFE ~ (M + 1) + #(ns + ng + 2)°+
1 19
(M + 1)2(§N +ns+ ) +2M + )N (ns +1) +

1 19
5(115 +ng+2)%N —ns+ ?) +

(ns+nqg+2)(N —ns) cu (12)

respectively. The positive definite and hermitian struc-
ture of the involved matrices has been taken into account.

Added to these complexities should be the computa-
tions when applying the equalizers to the data sequence

Coxecution = (M * (ns + 1) + ng + 1) * Naata cu (13)

As a numerical example, the computational complex-
ities can be evaluated for the case in the simulations with
M = 10, ns = 3, nq = 2 and nb = 4. The number of
training symbols are set to 26 and the number of data
symbols are set to 116 (as in the GSM system). The
approximative total complexities of the algorithms with
these parameters can be seen in Table 1, also for M=5,20.

Approx. Complezity [cu]
Algorithm | M =5 | M =10 | M =20
D-DFE 11705 42738 196205
I-DFE 14309 53022 236849
IS-DFE 9434 33522 158849
Mimb-Dfe 5713 11023 25705

Table 1: Approximative total computational complexities
for the example, for different number of antennas M.

The D- and I-DFE:s require the largest number of
computations. The IS-DFE requires slightly less com-
putations and achieves, for the scenarios considered, the
best performance. The MIMB-DFE requires the least
amount of computations but has a lower performance
than the IS-DFE. The MIMB-DFE, however, has a per-
formance comparable to or better than the I-DFE for the
scenarios considered. When examining Table 1 we can see
that the computational complexities of the D-, I- and IS-
DFE:s grow rapidly with an increasing number of anten-
nas. The same effect occurs if the the feedforward filter
length, ns + 1, is increased. From a complexity point of
view the MIMB-DFE could be an interesting alternative
when the number of antennas is large and/or the lengths
of the feedforward filters are large.

V. CONCLUDING DISCUSSION

Different ways of performing joint spatial and temporal
equalization have been considered.

Tuning all of the equalizer parameters joinly as in the
direct D-DFE and the indirect I-DFE, requires the largest

amount of computations. For the scenarios considered
they did not however achieve the best performance. The
I-DFE had a better performance then the D-DFE. The IS-
DFE uses an indirect method and considers only the spa-
tial correlations of the noise plus interference. The num-
ber of computations is somewhat reduced and the per-
formance for the the scenarios considered was improved
or comparable to the I-DFE. By separating the tuning of
the DFE into separate beamformers and later combining
the outputs, as in the MIMB-DFE, the computational
complexity can be reduced further at the expense of a
performance degradation. The MIMB-DFE is primar-
ily interesting, from a complexity point of view, when
the number of antennas is large and/or the lengths of
the feedforward filters are large. The MIMB-DFE can,
better than the MIB-DFE, handle a situation where two
(or more) delayed versions of the training sequence is ar-
riving from each direction to the receiver antenna. The
performance of the algorithms presented will, of course,
depend on the scenarios. This is especially true for the
non-general algorithms as, for example, the IS-DFE and
the MIMB-DFE. It may also be the case that regulariza-
tion of the D- and I-DFE does not always work well.
The noise and the interferers used in the simulations
were temporally white. One can argue that if the main
source of disturbance 1s co-channel interferers, then it suf-
fices to know from which directions they arrive so that
they can be nulled out in the spatial domain. The tem-
poral color of the interferers is then of secondary impor-
tance. A situation which the IS-DFE may not handle as
well as the D- and the I-DFE:s is when there is a sig-
nificant amount of temporal colored noise present. The
IS-DFE, as presented, has no means for combating tem-
porally colored noise other than treating it as white noise.
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