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Abstract—Joint processing between base stations has beenit is important to find solutions which decrease the overhead

shown as an efficient technique to mitigate inter-cell inteference  such as to limit the number of BSs involved in joint procegsin
and increase data rates, in particular at the cell edges. Inhis by forming clusters

paper, we evaluate the utility of Internet applications in ajoint . .
processing enabled cluster of base stations. Utility is udeto A simulation study of the performance over the cluster

quantify system performance as experienced by the end user. area of three joint processing schemes for the downlink is
In particular, the utility of three joint processing schemes for presented in [9]. Each one of the schemes introduces various
the downlink iS- Ch_araCtel’ized_ and Compal’e_‘d_ within the.Cluser amounts Of Overhead’ |n terms Of requ|red Channel knowledge
area. The qualitative results indicate that joint processiig can o+ the transmitter side, inter-base information exchange a
significantly improve the utility of hard real-time and adaptive .
applications. For elastic applications, joint processingis not fe€€dback from the users. In practice, the cluster of BSs may
worthwhile, since almost as high utility is achieved also wh dynamically adapt the joint processing scheme based on, e.g
conventional single base station assignment. user requirements and available system resources.

In this paper, we focus on user requirements and evaluate

the impact of the joint processing schemes in [9] on thetwtili

F_uture erelgss systems .are.expec.ted to support a Wilihe three typical classes of Internet applications, haed-
varle.ty of services and applications with various Quallfy Qime, adaptive, and elastic applications. The qualitatdsilts
Service (QoS) requirements. There are many metrics tha_t w that the potential performance gain offered by joint
be used to evaluate a system. The ones that really count in Gcessing is highly dependent on the application type. For
end are those that contribute to the performance expedenge .+ 1o time applications, joint processing can bringda
by the end user and that capture how well the system megigsormance gains, but only if the increase in data rate is

the rgfquwr(]amtlantsl Off'ts L.JSfeI’S. [4]. U(tj'“ty |sdcc)iften udseq t rge enough for the utility of a user to go from zero to one.
quanty the level of satistaction and to address QeCISI)0 gy jier increase does not improve the utility for hard +eal

pr(:jblems |r|1( neltwo_rkmfg, Such alshres(;)urce j"ogatll?r?é_[z]]’ [%me applications and only adds unnecessary overhead. For
and network selection for vertical handover [4], [3]. iyt adaptive applications, joint processing increases wtiliven

of an _application depends on the application performangg, . increases in data rate result in higher utility, utti
which in turn depends on the QoS offered by the system [B i \yhere the maximum utility is reached. After that point

Applications used in the Internet are often divided into tht‘ﬁere is no use to increase the data rate further. For elastic

following application classes: applications, the impact of joint processing on utility es$

I. INTRODUCTION

« Hard real-time significant, since the data rate achieved with single ba®st
. éldap_twe real-time assignment is large enough to increase utility to a highlleve
« Elastic

The paper is structured as follows: In Section II, utilityéu

In conventional cellular systems, data rates are highlialé® tions for Internet applications are discussed and we desscri
depending on the user location and hence, uniform QoS oygé utility functions used for the simulations. A brief oview

the whole cell area becomes infeasible. Recently, coatidima of the joint processing schemes is given in Section Ill. For
between base stations (BSs) is shown as a promising te@nighbre details about the joint processing schemes the reader
to mitigate inter-cell interference, and to increase dates, s referred to [9]. In Section IV, numerical results of uili

especially for cell edge users, see for example [7], [8hre presented and analyzed. The conclusions of the paper are
[9]. Data transmission to a user is coordinated betweensgmmarized in Section V.

group of BSs, e.g. by coordinated beamforming/scheduling

or joint processing/transmission. In the 3GPP standardiza I
tion of LTE-Advanced these techniques are referred to as

coordinated multipoint transmission/reception (CoMPY][1  In this section, utility functions for hard real-time, adiap,

If joint processing is applied, then a user may be served bpd elastic applications are described in general and the
many BSs simultaneously. Joint processing over all theieell specific utility functions that are used for the simulati@rs
system would introduce too large an overhead to be feasiblepresented. The specific utility functions used are equntate
practice, since, e.g., channel state information (CSl) aset the ones presented in [3]. For comparison purposes, we have
data would be needed in all the cooperating BSs. Therefoatso included a linear utility function, as shown in Fig. 1.

. UTILITY FUNCTIONS
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Assume an application with linear utility. The utility isg¢h adaptive applications, use an even higher data rate, bt wit
proportional to the data rate, for any data rate. only marginally increased utility. The value of R could, for
Hard real-time applications, such as speech, require a cexample, illustrate the maximum data rate that a user pays
stant data rate at a certain level which is illustrated by tHer.
utility function in Fig. 2. For hard real-time applicatigrihe

. . ; . I1l. JOINT PROCESSING SCHEMES
following utility function for data rater, is used

This section gives a brief overview of the considered joint

u(r) = sgn(r — R) +1 (1) processing schemes for the downlink of a cluster of BSs. A

2 more extensive description is provided in [9]. The joint pro

wherer is the available data rate aiftlis the data rate required cessing schemes establish different degrees or stagembf jo
to maximize utility (to 1). processing between the BSs in the cluster. Linear precoding

The utility function for adaptive applications, such asbtained using zero-forcing is considered and the availabl
streaming media and on-line gaming, shown in Fig. 3, is mor&ansmission power at each BS is assumed to be limited by a
or less similar to the one for hard real-time applications, bmaximum value. For simplicity, equal user power allocation
smoother. The utility function used for data rate for adapti is applied. The joint processing schemes require strong syn

applications is chronization mechanisms to ensure coherent receptioreat th
- 1 @ user.
u(r) = 2
1+ (1/e—1)=2r/B) A. Centralized joint processing
whereR is the data rate required to maximize utility (te-¢). In the centralized joint processing (CJP) scheme, glob&l CS
The smaller the value of, the steeper the curve. We useés available at the transmitter side, and the BSs includeién
e = 0.01, which is the same value as in [3]. cluster jointly perform the power allocation and the desigin

For elastic applications, such as file transfer and e-ntal, tthe transmit beamformers. This scheme relies on a centital un
higher the data rate the better, but, as shown in Fig. 4, tfich could be located in one of the BSs or in a dedicated
utility gain is higher at low data rates. Logarithm funcionnetwork node. The drawback with the CJP scheme is that a
are commonly used for the utility function of elastic applic large overhead is introduced due to the required informatio
tions [1], [3]. The following utility function is used for da exchange between the BSs and the central unit.

rate for elastic applications L .
B. Partial joint processing
(r) = M 3) The partial joint processing (PJP) scheme is a particular
In(R +1) case of the CJP scheme. This scheme defines different degrees

where R is the data rate required for a utility value of 1or stages of joint processing between BSs. Joint processing
Elastic applications can, in contrast to hard real-time amtkgrees are obtained arranging an active set or subset of BSs
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Fig. 5.  Cluster area under consideration. The normalizetiaate (dis- Normalized distance from BS1
tance/radius) equal to 1 from BS1 is indicated.
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for each user in the cluster area, based on a channel g'g:\in - ) .
. . Ig. 6. Data rate of joint processing schemes vs. normalidistance

threshold value. Hence, a user only receives its data fr@m {istancerradius) from BS1
subset of BSs included in its active set. From the systemtpoin
of view, three benefits are provided: feedback reductioar@us
only feed back channels with an acceptable quality), lowdashed line from BS1 towards BS2 and BS3. The user data
inter-base information exchange (user data is only needledrate (og,(1 + SINR,,) * BW, whereSINR,, is the signal to
the BSs included in its active set) and efficient distributad  interference plus noise ratio of theth user, andBW is the
power (power is saved from poor quality channels). Howevdrandwidth of the signal, 1MHz) is evaluated and averaged ove
this joint processing scheme introduces multi-user ieterice 500 independent channel realizations, following the satioh
in the system, since less CSl is available at the centraltanitmethodology of [9]. In the simulations, 3 active set thrddho
design the transmit beamformers. values (10, 20 and 40 dB) are considered for the PJP scheme
(PJP 10dB, PJP 20dB, and PJP 40dB, respectively). In additio
to the CJP, PJP and DJP schemes, results for the conventional

In the distributed joint processing scheme (DJP), BSs ag@se in which each user receives its data from a single BS are
only aware of their local CSI. Therefore, the transmit beanhcluded as a base-line (1 BS). In the 1 BS case, each BS is
forming design and power allocation are locally implementeserving 2 users, and the beamformers are locally designed.
at each BS (distributed), but the user may receive its data fr Finally, the particular case of the PJP scheme where joint
several BSs (joint processing) depending on its given cBlanprocessing of the two BSs to which the user have the best
conditions. This scheme requires a multi-base scheduliBannel conditions is also included (2 BSs).
technique to assign users to BSs under a joint processingrig. 6 shows the total data rate of the 6 users in the cluster
assumption [9]. vs. normalized distance (distance/radius) from BS1 toward
the other BSs along the line in Fig. 5. Note that these results
are proportional to linear utility presented in Section All

In this section, qualitative simulation results of appica joint processing schemes increase the data rate as contpared
utility are presented. The aim is to determine to what extentBS. The highest data rates are achieved with CJP. The data
joint processing can be used to increase application yutilifates for PJP 40dB are almost as high, since a threshold value

The simulations are conducted under commonly used simif-40dB allows cooperation of close to 3 BSs, on average.
lation assumptions. A cluster of 3 BSs, each one equipped

with an array of 3 antennas, is simulated. The cluster rA- Hard real-time applications

dius and height aré00 and 433 meters, respectively. The In Fig. 7, total utility of all 6 users vs. normalized distanc
channel vector between thaith user and thekth BS is (distance/radius) from BS1 is illustrated for hard realdi
modeled ash,,;, = h',.1/7:7,, Where the shadow fading applications. The data rate requirement, correspondifgjito

is a random variable described by a log-normal distribytiothe utility function, is 3Mbps. The particular value of 3Mbp
~vs ~ N(0,8dB), the pathloss follows the 3GPP Long Ternwas chosen, since it illustrates an interesting operataigtp
Evolution (LTE) model,y,(dB) = 148.1 + 37.6log,(rm), Total utility is increased with all the joint processing safes
and h’,,; includes the small-scale fading coefficients, whichs compared to 1 BS, for which total utility is zero at all
are i.i.d. complex Gaussian values accordingA6(0, 1). The distances. Total utility reaches the maximum value of 6 for
system SNR is 15dB (reference value for one user at t@dP, PJP 40dB, and 2 BSs at all distances from BS1, which
cell edge), which implies an interference limited systerne T results in overlapping curves. For the first distance padirg,
cluster area is illustrated in Fig. 5. In the simulationsserded maximum total utility is not reached with PJP 20dB and PJP
in this paper, 6 users are uniformly distributed within aboud 0dB. Total utility varies between 1 and 6 with DJP, depegdin
30 meters around eight equally distanced points along tbe the distance from BS1.

C. Distributed joint processing

IV. NUMERICAL RESULTS
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In Fig. 8, the impact of data rate requirement is illustratediata rate 10Mbps, the joint processing schemes provideshigh
for the point at normalized distance 1 from BS 1, indicatettal utility than 1 BS. Here, the differences between the
in Fig. 5. Higher total utility is maintained for high datatea joint processing schemes are large. The highest totafyuitli
for all joint processing schemes than for 1 BS. The maximureached with CJP and PJP 40 dB. The other joint processing
total utility is provided for a joint processing scheme utlie schemes provide a much lower total utility. The impact of
required data rate of the hard real-time applications ishigh data rate requirement is illustrated in Fig. 11 for the paint
in relation to the data rate provided with the joint procegsi normalized distance 1 from BS1.
scheme. For example, total utility is high up until 9Mbps for For adaptive applications that require a relatively higkada
CJP. rate, the utility is significantly improved with the increabs

The utility of hard real-time applications is improved withdata rate provided with joint processing. In some cases,
joint processing when the increase in data rate is largegimoulepending on the exact shape of the utility function, when
for the utility of a user to go from zero to one. If the increasthe offered data rate is very low and the utility of the adapti
in data rate is smaller or the data rate requirement is afreaapplication increases very slowly, joint processing coll
satisfied, then there is no gain of joint processing for hatted to ensure a minimum level of data rate.

real-time applications. _
C. Elastic applications

B. Adaptive applications For elastic applications, there are only small differences

For adaptive applications with data rate requirements bétween the joint processing schemes. Also for 1 BS high
3Mbps, high total utility is reached for all joint processgin total utility is reached, as illustrated in Fig. 12 and 13.&kh
schemes, as shown in Fig. 9. Also in Fig. 10, for the requirékde required data rate is 3Mbps, as shown in Fig. 12, total
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utility for a user to change from zero to one. Adaptive ap-
plications gain from joint processing and also relativetyad
increases in data rate improve utility. For elastic appiices,
joint processing only brings small improvements in utibiryd,
therefore, it is more efficient to allocate the resourceslade
for joint processing to other application types.

ACKNOWLEDGMENT

This work is part of Project 2009-4555 Dynamic Multipoint
Wireless Transmission which is financed by the Swedish
Research Council.

O L L L L L L L L
02 04 06 08 1 12 14 16 18 2
Normalized distance to BS1
CJP —e— PJP 10dB —%— 1BS
PJP 40dB —+— 2 BSs
PJP 20dB —— DJP —H—

(1]
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utility is highest for CJP and lowest for 1 BS. The differenc 3
between the the highest and the lowest values is however low,
less than 1. Fig. 13 shows that total utility degrades slowly{
with increasing required data rate. 4]
Joint processing would not be efficient to improve utility
of elastic applications, since the utility achieved withnjo
processing is only negligibly higher than with 1 BS. For an
elastic application that would also have a requirement o[y
minimum data rate, below which the utility is zero, joint
processing might be useful to ensure the minimum data rat%]

(5]

V. CONCLUSIONS

In this paper, the impact on the utility of typical Internet(8]
applications, hard real-time, adaptive, and elastic apptins,
is evaluated for three joint processing schemes. The qtiaét
results indicate that the impact of joint processing oritutis
highly dependent on the application type. The utility ofmar[lo]
real-time applications is improved with joint processingyo
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